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ABSTRACT

Reaction rates are a complicated function of molecular interactions, which can be selected from vast chemical design spaces. Seeking the design that optimizes a rate is a particularly challenging problem since the rate calculation for any one design is itself a difficult computation. Toward this end, we demonstrate a strategy based on transition path sampling to generate an ensemble of designs and reactive trajectories with a preference for fast reaction rates. Each step of the Monte Carlo procedure requires a measure of how a design constrains molecular configurations, expressed via the reciprocal of the partition function for the design. Although the reciprocal of the partition function would be prohibitively expensive to compute, we apply Booth's method for generating unbiased estimates of a reciprocal of an integral to sample designs without bias. A generalization with multiple trajectories introduces a stronger preference for fast rates, pushing the sampled designs closer to the optimal design. We illustrate the methodology on two toy models of increasing complexity: escape of a single particle from a Lennard-Jones potential well of tunable depth and escape from a metastable tetrahedral cluster with tunable pair potentials.

I. INTRODUCTION

One of the most challenging and important aims of theoretical and computational chemistry is the calculation of rates. The speed of chemical events can vary over many orders of magnitude, ranging from electron transfer on a femtosecond timescale to material aging over millennia. Direct simulation of quantum or classical dynamics can provide access to these fastest timescales, but numerically computing rates for activated processes is notoriously difficult due to the rare event problem. To combat this problem, several related methodologies have been developed based on the connection between time correlation functions and rate constants. Crucially, those correlation functions can often be calculated from dynamical trajectories of modest length using methods such as transition path sampling, transition interface sampling, and forward flux sampling.

In principle, one should thus be able to attack chemical design problems—problems like determining what side chains of a peptide most effectively amplify a rate of catalysis. In practice, it becomes very expensive to perform a converged rate calculation for every candidate design. One approach to circumvent this expense is to sample the design space with a random walker, statistically biased to spend most of its time visiting designs with fast rates. Let $\lambda$ denote all parameters one seeks to design; these could be particle charges, amino acid identities, Lennard-Jones parameters, bond strengths, equilibrium bond lengths, etc. Each design has some rate constant $k(\lambda)$, and one might hope to sample possible designs from the probability distribution with probability density $P(\lambda) \propto k(\lambda)$, thereby giving extra statistical weight to those designs with faster rates. A simple, straightforward way to sample designs is to carry out a Markov Chain Monte Carlo (MCMC) simulation, consisting of three iterated steps: (1) attempt to transition from design $\lambda$ to a new design $\lambda'$ with probability $P_{\text{gen}}(\lambda \rightarrow \lambda')$; (2) compute a converged rate calculation of both $k(\lambda)$ and $k(\lambda')$; and (3) accept the new design with probability $P_{\text{acc}}[\lambda \rightarrow \lambda'] = \min \left[ 1, \frac{P_{\text{gen}}(\lambda' \rightarrow \lambda) k(\lambda')}{P_{\text{gen}}(\lambda \rightarrow \lambda') k(\lambda)} \right]$. (1)

While this procedure would steer the sampled designs toward those with faster rates, it requires high-quality converged rate calculations for every proposed $\lambda$. 
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To radically reduce the computational expense, one might instead hope to carry out the MCMC dynamics with noisy estimates for $k(\lambda)$, akin to Ceperley and Dewing’s penalty method for random walks with noisy energies. The essential idea is to execute a random walk in the higher-dimensional space of designs $\lambda$ and reactive trajectories, those that transition from the reactant to product in a fixed observation time $t_{\text{obs}}$. Every step of the Monte Carlo procedure outlined in Eq. (1) requires a converged rate calculation to decide whether to accept a newly proposed design, but each step of the joint-space random walker uses a noisy estimate of that rate. This noisy estimate characterizes how probable it is to generate a reactive trajectory given the design $\lambda$, assuming the trajectory was initialized in an equilibrium reactant configuration.

The requirement that reactive trajectories be initialized in an equilibrium ensemble presents a significant technical problem, the resolution of which is the focus of this manuscript. The challenge is that computing the acceptance probability for a Monte Carlo step requires the Boltzmann probability of the initial condition, which depends on a design-dependent canonical partition function. Were the design fixed, a ratio of identical partition functions would cancel in the Monte Carlo acceptance formulas. Without that cancellation, the MCMC procedure requires unbiased estimates of the reciprocal of the partition function. In this manuscript, we show how those estimates can be obtained using Booth’s method for generating unbiased estimates of integrals. By applying that strategy to the rate design problem, we can sample $P(\lambda) \propto k(\lambda)$ without converged rate estimates. A stronger preference for designs with large rates is achieved by introducing $L$ independent trajectories to sample $P(\lambda) \propto k(\lambda)^L$.

This manuscript is split into two parts. We review and develop the theoretical tools in Sec. II. We then illustrate the methodology on two model systems in Sec. III. The first simple system—sampling different strengths of attraction between two Lennard-Jones particles in proportion to their unbinding rate—serves to validate the mathematics by comparing the results from sampling with explicit numerical calculations. The second system—sampling a three-dimensional design space of interaction parameters between a particle metastably trapped in a cage—more clearly illustrates the potential benefits when studying more complex, higher-dimensional problems.

II. THEORY

A. Reaction rates and trajectory-space sampling

Consider the phase space of a classical system, $x = [r, p]$, which consists of a set of positions of all $N$ particles, $r = [r_1, r_2, \ldots, r_N]$, and their momenta, $p = [p_1, p_2, \ldots, p_N]$. The total energy of this system is given by the Hamiltonian $H$, the sum of the kinetic energy $K$ and potential energy $U$: $H(x; \lambda) = U(r, \lambda) + K(p; \lambda)$. The energy depends not only on $r$ but also on some parameters $\lambda$, which could include particle charges, Lennard-Jones parameters, bond strengths, etc. In this work, we imagine these “design parameters” to be time-independent and controllable. A system evolving under $H(x; \lambda)$ traces out trajectories in phase space that we denote $\mathbf{X}$. We will focus on discrete time-evolution generated by numerical integration such that the trajectory is a sequence of $M + 1$ points in phase space separated by increments of time $\Delta t$: $\mathbf{X} = \{x(0), x(\Delta t), \ldots, x(t_{\text{obs}})\}$, with observation time $t_{\text{obs}} = M \Delta t$.

Chemical systems tend to be high-dimensional with potential energy surfaces that possess multiple metastable basins. Trajectories occupy a metastable region of phase space for relatively long periods of time before making rare transitions to another metastable region. In the simplest scenario, there are two principal, non-overlapping basins, $A$ and $B$, which correspond to reactants and products, respectively. Provided that the transitions are rare, there exists a first-order rate constant $k_{AB}(\lambda)$ that depends on the particular design. If each $A \rightarrow B$ transition is independent of previous transitions, e.g., if memory is lost, then the process is Poissonian with the time between reactions, $\tau$, coming from the distribution

$$P(\tau|\lambda) = k_{AB}(\lambda)e^{-k_{AB}(\lambda)\tau}.$$  (2)

The probability that a trajectory, starting in $A$, will exhibit at least one reaction in time $t_{\text{obs}}$ is thus given by

$$\int_0^{t_{\text{obs}}} d\tau k_{AB}(\lambda)e^{-k_{AB}(\lambda)\tau} = 1 - e^{-k_{AB}(\lambda)t_{\text{obs}}} \approx k_{AB}(\lambda)t_{\text{obs}},$$  (3)

The final approximation is justified when $t_{\text{obs}} \ll 1/k_{AB}(\lambda)$, in which case trajectories only have time for either zero or one reaction event. Following Ref. 3, the probability of a reaction can also be computed as

$$P(\text{reaction} | \lambda, t_{\text{obs}}) = \frac{\int D\mathbf{X} h_A(x(0))h_B(x(t_{\text{obs}}))e^{-\beta H(x(0); \lambda)}}{Z_A(\lambda)} P(\mathbf{X}|\lambda, x(0)),$$  (4)

where $\beta = (k_B T)^{-1}$ is the inverse temperature, $k_B$ is Boltzmann’s constant, and $h_A$ and $h_B$ are indicator functions that evaluate to zero or one so as to constrain trajectories to end as products. Here, the probability of trajectory $\mathbf{X}$ has been decomposed into a product of the equilibrium Boltzmann probability for the initial reactant configuration $x(0)$ times the (normalized) probability of subsequent dynamics, given that initialization, $P(\mathbf{X}|\lambda, x(0))$. The canonical partition function of the reactant state,

$$Z_A(\lambda) = \int dx(x(0)) h_A(x(0)) e^{-\beta H(x(0); \lambda)},$$  (5)

measures how $\lambda$ impacts the Boltzmann probability for being initialized in a reactant configuration.

Provided $t_{\text{obs}} \ll 1/k_{AB}(\lambda)$, the Poissonian description of Eq. (3) can be equated with the trajectory-space average of Eq. (4). This equality expresses the rate constant in terms of a trajectory-space average,

$$k_{AB}(\lambda) = \frac{1}{t_{\text{obs}}} \int D\mathbf{X} \rho(\mathbf{X}, \lambda),$$  (6)

where

$$\rho(\mathbf{X}, \lambda) = h_A(x(0))h_B(x(t_{\text{obs}}))e^{-\beta H(x(t_{\text{obs}}); \lambda)} P(\mathbf{X}|\lambda, x(0)).$$  (7)

Upon normalizing, $P(\mathbf{X}|\lambda) = \rho(\mathbf{X}, \lambda)/N$ has the interpretation of a joint distribution over trajectories and designs, with normalization

$$N = \int d\lambda \int D\mathbf{X} \rho(\mathbf{X}, \lambda).$$  (8)

If one samples trajectories and designs from this distribution, the marginal distribution over designs would therefore be
\[ P(\lambda) = \int D\vec{x} P(\vec{x}, \lambda) = \frac{t_{\text{obs}}}{N} k_{AB}(\lambda). \] (9)

The ratio of rates for designs \( \lambda \) and \( \lambda' \) is consequently the relative likelihood of observing \( \lambda \) and \( \lambda' \) in the sampling of \( P(\vec{x}, \lambda) \),

\[ \frac{P(\lambda)}{P(\lambda')} = \frac{k_{AB}(\lambda)}{k_{AB}(\lambda')} \] (10)

The goal of sampling \( P(\lambda) \propto k_{AB}(\lambda) \) has been reduced to the problem of sampling the joint distribution \( P(\vec{x}, \lambda) \), provided \( t_{\text{obs}} \ll 1/k_{AB} \). Equation (10) would break down if \( t_{\text{obs}} \) were too large, so one may imagine using arbitrarily small \( t_{\text{obs}} \). That choice results in a different issue. Rare \( A \rightarrow B \) transitions occupy \( \lambda \) for a comparatively long time before carrying out a rapid passage over the barrier. By pushing to smaller \( t_{\text{obs}} \), one can excise some of that waiting time without impacting the mechanism of the barrier crossing, but there is a minimum amount of time, \( t_{\text{cross}} \), needed to cross. Using an observation time that is less than this crossing time also causes Eq. (10) to break down. We therefore require that a suitable \( t_{\text{obs}} \) is chosen such that both timescale restrictions are met \( t_{\text{cross}} < t_{\text{obs}} \ll 1/k_{AB} \) for all sampled designs. The necessary timescale separation is illustrated explicitly for our Lennard-Jones unbinding problem in Fig. 1.

**B. The reciprocal partition function problem**

The strategy of Sec. II A allowed us to convert the problem of sampling \( P(\lambda) \propto k_{AB}(\lambda) \) into the higher-dimensional joint problem \( P(\vec{x}, \lambda) \propto \rho(\vec{x}, \lambda) \), with \( \rho \) given by Eq. (7). That higher-dimensional space can be sampled with a Metropolis–Hastings MCMC procedure by proposing a change from \( \vec{x}, \lambda \) to some new \( \vec{x}', \lambda' \) according to a generation probability \( P_{\text{gen}}(\vec{x}, \lambda \rightarrow \vec{x}', \lambda') \). That proposal move is then conditionally accepted with probability

\[ P_{\text{acc}} = \min \left[ 1, \frac{\rho(\vec{x}', \lambda') P_{\text{gen}}(\vec{x}', \lambda' \rightarrow \vec{x}, \lambda)}{\rho(\vec{x}, \lambda) P_{\text{gen}}(\vec{x}, \lambda \rightarrow \vec{x}', \lambda')} \right]. \] (11)

The acceptance probability depends on the manner that new designs and trajectories are generated, that is, on \( P_{\text{gen}} \). Specific choices of proposal moves are discussed in Appendix A, but a typical feature of those strategies is that the ratio of generation probabilities can be explicitly computed for any \( \vec{x}, \lambda \) and \( \vec{x}', \lambda' \). In contrast, it is not typically possible to compute the ratio of \( \rho \) factors in Eq. (11),

\[ \rho(\vec{x}', \lambda') \rho(\vec{x}, \lambda) = \frac{Z(\lambda')^{-1}}{Z(\lambda)^{-1}} \times e^{\beta[H(\vec{x}'(0)) - H(\vec{x}(0))]} \times \frac{h_{A}(\vec{x}'(0)) h_{A}(\vec{x}(t_{\text{obs}}))}{h_{A}(\vec{x}(0)) h_{A}(\vec{x}(t_{\text{obs}}))} \times \frac{P(\vec{x}', \lambda')}{P(\vec{x}, \lambda)}. \] (12)

The only problematic term is the ratio of the reciprocal of the partition functions. Upon proposing a new \( \lambda' \), Eqs. (11) and (12) require that one can compute \( Z(\lambda')^{-1} \), but computing a partition function is computationally expensive. Even if one were to exhaustively compute \( Z(\lambda') \) by sampling phase space, the partition function would only be known up to some sampling error, and an unbiased estimate for \( Z(\lambda') \) would give a biased estimate for \( Z(\lambda)^{-1} \). Inserting that biased noise into the acceptance probability would bias the Markov chain’s stationary distribution.

The problem is quite similar to Ceperley and Dewing’s consideration of Monte Carlo with noisy energies, but except now the noise comes from imperfect computations of the \( Z(\lambda)^{-1} \) terms. The resolution is to replace \( Z(\lambda)^{-1} \) by an unbiased estimate \( Z(\lambda)^{-1}(\eta) \),

\[ Z(\lambda)^{-1}(\eta) = \frac{1}{N} \sum_{i=1}^{N} \int \rho(\vec{x}, \lambda) P_{\text{gen}}(\vec{x} \rightarrow \vec{x}', \lambda') \frac{1}{2 \pi \eta} e^{-\frac{1}{\eta} [H(\vec{x}', \lambda') - H(\vec{x}, \lambda)^2]} d\vec{x}. \] (13)

\[ \text{FIG. 1.} \quad (a) \text{Rate constants can be calculated by computing the probability of rare trajectories that execute transitions between states. Those rate constants depend on the molecular design. In the test system of Sec. III, the molecular design is the choice of well depth of a Lennard-Jones potential. The rare reactive trajectories start in region A and end in region B, given by the shaded red and blue areas, respectively.} \quad (b) \text{An example of an unbinding trajectory that escapes from A to B. The timescale of the overall} \quad \text{rate is labeled as } k_{AB}, \text{and the much shorter timescale of just the escape event is labeled as } t_{\text{cross}}. \quad (c) \text{The transition path sampling framework for computing rates requires the separation of timescales: } t_{\text{cross}} < t_{\text{obs}} < k_{AB}^{-1}. \text{The possible Lennard-Jones well depth } \epsilon \text{ and observation time } t_{\text{obs}} \text{ must be selected so the sampling is confined to the green shaded region, where that timescale separation is valid. The red line represents the } t_{\text{obs}} \text{ and } \epsilon \text{ range that we numerically sampled in Secs. III B and III C.} \]
The core insight behind Booth’s approach is to replace the reciprocal partition function, which we subsequently replaced by an estimate via a second lift to \((\tilde{x}, \tilde{\lambda}, \tilde{\eta})\). To utilize this final lift, we require a method for generating unbiased estimates of the reciprocal partition function, a problem addressed in a more general setting by Booth.\textsuperscript{29}

**C. Estimating reciprocals of partition functions**

The partition function \(Z_A(\lambda)\) involves an integral over all of phase space, both \(r\) and \(p\). Because the Hamiltonian decouples into a potential energy depending on positions and a kinetic energy depending on momenta, the (classical) partition function can be decomposed as

\[
Z_A(\lambda) = \frac{1}{C} \hat{Z}(\lambda) \hat{Z}_A(\lambda),
\]

where

\[
\hat{Z}(\lambda) = \int dr h_A(r) e^{-\beta E(r, \lambda)}
\]

is the configurational partition function,

\[
\hat{Z}_A(\lambda) = \int dp e^{-\beta K(p, \lambda)}
\]

is the partition function for the momenta, and \(C\) is a constant that handles the exchange symmetry for identical particles and the discretization of phase space. For example, the case of identical classical particles in three dimensions gives \(C = h^{12} N!\), where \(h\) is Planck’s constant. The integral over momenta \(\hat{Z}(\lambda)\) does not need to be estimated because the quadratic form of kinetic energy allows it to be computed explicitly as a Gaussian integral. In contrast, for all but the simplest potential energies, we must estimate the configurational contribution to get estimates of the reciprocal partition functions,

\[
\overline{Z_A(\lambda)^{-1}} = C \overline{\hat{Z}(\lambda)^{-1}\hat{Z}_A(\lambda)^{-1}}.
\]

In this work, we limit ourselves to changes of design that alter neither \(C\) nor \(\hat{Z}\), in which case the contribution to a Monte Carlo acceptance ratio comes from the \(\hat{Z}_A(\lambda)^{-1}\) term.

That term is the reciprocal of an integral over \(r\), precisely the situation where Booth’s method provides an unbiased estimate.\textsuperscript{33}

The core insight behind Booth’s approach is to replace the reciprocal of \(Z_A(\lambda)\) by a series expansion and to generate unbiased estimates for each term in that series. A similar idea, extended to partition functions of general probability distributions, is outlined in Ref. 40. Using a geometric series, the expansion can be written in terms of a

where the variables \(\eta\) are all of the random numbers drawn from a distribution \(P(\eta)\) and used to estimate the reciprocal partition function. For example, if the estimate requires one to compute energies of representative sampled configurations, \(\eta\) would be the random numbers necessary to construct such samples and \(P(\eta)\) would be built up from the Gaussian or uniform distributions that the computer’s random number generator used to select those random numbers. The unbiased estimate will appear naturally in the acceptance probability when one samples \(x, \lambda, \text{and } \eta\) in proportion to

\[
\tilde{p}(\tilde{x}, \tilde{\lambda}, \tilde{\eta}) = P(\eta)Z_A(\lambda)^{-1}(\eta) h_A(x(0)) \overline{h_B(x(t_{obs}))} \times e^{-\beta H(x(0), \lambda)} P(\bar{x}|\lambda, x(0)).
\]

To be explicit, proposed changes \((\tilde{x}, \tilde{\lambda}, \tilde{\eta}) \rightarrow (x', x', \eta')\) are accepted with probability

\[
P_{acc} = \min\left[1, \frac{\tilde{p}(\tilde{x}', \tilde{\lambda}', \tilde{\eta}') P_{gen}(\tilde{x}', \tilde{\lambda}', \tilde{\eta}') P(\tilde{\eta})}{\tilde{p}(\tilde{x}, \tilde{\lambda}, \tilde{\eta}) P_{gen}(\tilde{x}, \tilde{\lambda}, \tilde{\eta})} \right]
\]

We assume that the new estimate of the reciprocal partition function is generated by drawing new random numbers from \(P_{gen}(\eta') = P(\eta')\). As before, the ratio of \(P_{gen}\) terms for \(\tilde{x}\) and \(\tilde{\lambda}\) in Eq. (11) can be explicitly computed. The remaining ratio takes the same form as Eq. (12) except that \(Z_A(\lambda)^{-1}\) has been replaced by the estimate \(\overline{Z_A(\lambda)^{-1}}\),

\[
\frac{\tilde{p}(\tilde{x}', \tilde{\lambda}', \tilde{\eta}') P_{gen}(\tilde{x}', \tilde{\lambda}', \tilde{\eta}')}{\tilde{p}(\tilde{x}, \tilde{\lambda}, \tilde{\eta}) P_{gen}(\tilde{x}, \tilde{\lambda}, \tilde{\eta})} = \frac{Z_A(\lambda)^{-1}(\eta')}{Z_A(\lambda)^{-1}(\eta)} \times e^{-\beta H(x', \eta')} \times \frac{h_A(x'(0)) \overline{h_B(x'(t_{obs}))} \times h_A(x(0)) \overline{h_B(x(t_{obs}))} \times P(\tilde{x}', \tilde{\lambda}', \tilde{\eta}')}{P(\tilde{x}, \tilde{\lambda}, \tilde{\eta})}.
\]

The resulting MCMC procedure in \((\tilde{x}, \tilde{\lambda}, \tilde{\eta})\) space can therefore accept and reject proposal moves based on the noisy estimate in lieu of the intractable reciprocal partition function. It is important to note that the reciprocal partition function estimates are computed from \(\eta\), which, upon rejection, does not get updated to the trial value \(\eta'\). As such, the old estimate of the reciprocal partition function with \(\eta\) must be “reused” until the next move is accepted.

By choosing a noisy estimate that is unbiased, we ensure that we will recover the original \(p\) after marginalizing over the \(\eta\) variables,

\[
\rho(\tilde{x}, \tilde{\lambda}) = \int d\eta \tilde{p}(\tilde{x}, \tilde{\lambda}, \eta)
\]

because

\[
(Z_A(\lambda)^{-1}) = \int d\eta P(\eta) Z_A(\lambda)^{-1}(\eta) = Z_A(\lambda)^{-1}.
\]

Indeed, this marginalization step required that we expressed Eq. (13) in terms of an estimate of the reciprocal of the partition function, not a reciprocal of an estimate of the partition function. The latter would have been simpler to estimate, but it would not have marginalized to give Eq. (7). Notably, we have not required that the acceptance probabilities computed in Eq. (14) are unbiased estimates for those of Eq. (11); they generally will not be.

The sampling scheme does not assume a low-variance estimator, only one which is unbiased, but that variance can affect computational performance. A large-variance estimate typically results in more Monte Carlo rejections than one with low variance,\textsuperscript{23,24} but it could nevertheless be advantageous to use the large-variance estimate if it is particularly cheap to compute.

From one perspective, the strategies employed are an exercise in the usefulness of lifts to Monte Carlo methods.\textsuperscript{15–29} We ultimately are interested in sampling \(P(\lambda)\), a distribution over possible designs, but we access that distribution by targeting higher-dimensional distributions. A lift from \(\lambda\) to \((\tilde{x}, \tilde{\lambda})\) left us with the problematic reciprocal partition function, which we subsequently replaced by an estimate via a second lift to \((\tilde{x}, \tilde{\lambda}, \tilde{\eta})\). To utilize this final lift, we require a method for generating unbiased estimates of the reciprocal partition function, a problem addressed in a more general setting by Booth.\textsuperscript{29}
fixed reference design $\lambda_{\text{ref}}$ as

$$\frac{1}{Z_A(\lambda)} = \frac{1}{\int dr h_A(r) e^{-\beta U(r)})} = \frac{1}{\int dr h_A(r) e^{-\beta U(r)})} = 1 - \frac{Z_A(\lambda)}{Z_A(\lambda_{\text{ref}})}$$  \hspace{1cm} (22)

where

$$a = \frac{\int dr h_A(r) e^{-\beta U(r)}}{\int dr h_A(r) e^{-\beta U(r)}} = 1 - \frac{Z_A(\lambda)}{Z_A(\lambda_{\text{ref}})}$$  \hspace{1cm} (23)

must have a modulus less than one for the series to converge. Although $a$ depends on $\lambda$, we have suppressed that dependence in the notation. It is generally intractable to compute $a$ exactly, but we can get unbiased estimates by sampling independent configurations $r^{(1)}, r^{(2)}, \ldots$ from the reference Boltzmann distribution $P(r; \lambda_{\text{ref}}) = h_A(r) e^{-\beta U(r)})/Z_A(\lambda_{\text{ref}})$. The $i$th sampled configuration corresponds to the $i$th estimate,

$$a^{(i)} = 1 - e^{-\beta U(r^{(i)}; \lambda)} = a^{(i)} = 1 - e^{-\beta U(r^{(i)}; \lambda)}$$  \hspace{1cm} (24)

It is straightforward to confirm that each estimate $a^{(1)}, a^{(2)}, \ldots$ is unbiased,

$$\langle a^{(i)} \rangle = \int dr \langle a^{(i)} \rangle P(r^{(i)}; \lambda_{\text{ref}}) = 1 - \frac{1}{Z_A(\lambda_{\text{ref}})} \left( 1 + a^{(1)} + a^{(2)} + \cdots \right)$$  \hspace{1cm} (25)

As written, the series would require a to be estimated an infinite number of times. To be practically useful, we must convert the infinite series into a finite sum, ideally one with few terms. Truncation of the series at finite order, however, would introduce a bias to the estimate. Like Bhanot and Kennedy’s unbiased estimates of $e^x$,

Booth constructed an unbiased stochastic truncation from a “roulette procedure” that randomly chooses when to truncate the series in Eq. (26). We use a similar roulette procedure where samples $a^{(1)}, a^{(2)}, \ldots$ are generated one by one. After sample $a^{(n)}$ is generated, it is either incorporated into the nested product or it triggers the termination. Whether to incorporate $a^{(n)}$ is determined by two factors: a tunable parameter $0 < R < 1$ and the running product

$$\Pi^{(n)} \equiv \left[ a^{(n)} \prod_{i=1}^{n} a^{(i)} \right] \max \left[ 1, \frac{R}{\Pi^{(0)}} \right]$$  \hspace{1cm} (27)

If $\Pi^{(n)} < R$, then the series is truncated with probability $1 - (\Pi^{(n)})/R$. In the event of truncation, the estimate is constructed from the first $n - 1$ terms as

$$\frac{1}{Z_A(\lambda_{\text{ref}})} \left( 1 + \prod_{i=1}^{n-1} a^{(i)} \right) \max \left[ 1, \frac{R}{\Pi^{(0)}} \right]$$  \hspace{1cm} (28)

Appendix B explicitly shows that this stochastic truncation yields an unbiased estimate for the reciprocal of the partition function.

### D. Sampling configurations from the reference distribution

In practice, our unbiased estimates $a^{(i)}$ come from a library of pre-computed configurations $r^{(i)}$, drawn from samples of the Boltzmann distribution $P(r; \lambda_{\text{ref}}) \propto e^{-\beta U(r)})$. Using a standard canonical sampling procedure with a fixed reference $\lambda_{\text{ref}}$, we store $K$ independent configurations $r^{(i)}$ along with their respective reference potential energies $U(r^{(i)}; \lambda_{\text{ref}})$. These $K$ samples comprise a library that is generated only once. Every estimate of $a$ is generated by drawing a configuration uniformly from this library and calculating $a^{(i)}$ from Eq. (24). Hence, $a$ can be estimated for each new value of $\lambda$ using the same pre-sampled reference states.

The effectiveness of the method depends critically on the choice of the reference parameters $\lambda_{\text{ref}}$. Recall that for the series of Eqs. (22) and (26) to converge, we assumed $|a^{(i)}(\lambda)| < 1$ for all $i$, an assumption that is guaranteed by choosing a reference with

$$U(r; \lambda_{\text{ref}}) < U(r; \lambda) + \frac{\ln 2}{\beta}$$  \hspace{1cm} (29)

for each sampled configuration $r$. Since the series should converge throughout the design sampling process, we furthermore want Eq. (29) to hold for all designs $\lambda$. The reference energy can be made sufficiently low in two ways. First, we can seek as $\lambda_{\text{ref}}$ the parameters $\lambda$ that minimize $U(r; \lambda)$ for all configurations $r$, but a globally optimal $\lambda_{\text{ref}}$ may not exist. Indeed, if the minimizing $\lambda$ depends on the particular configuration $r$, it is necessary to sample configurations according to a shifted reference energy $U(r; \lambda_{\text{ref}}) + U_0$. In that case, $\lambda_{\text{ref}}$ could be any $\lambda$ (low energy is better), and the constant offset $U_0$ is chosen such that

$$U_0 < \min_r \left( U(r; \lambda) - U(r; \lambda_{\text{ref}}) \right) + \frac{\ln 2}{\beta}$$  \hspace{1cm} (30)

These conditions on the reference energy ensure series convergence, but the guarantee comes with a computational cost. By shifting to a lower offset energy, the series truncates after more terms, a trend that is easily rationalized in the $U_0 \rightarrow -\infty$ limit. Then, every $a^{(n)}$ tends to 1, so $\Pi^{(n)}$ is very slow to decay below $R$. Consequently, the series seldom chooses to terminate. A rapidly truncated convergent series thus demands a reference energy that is as high as possible without ever violating Eq. (30).

### E. Biasing for faster rates with multiple trajectories

Section II A illustrated how to sample in proportion to a transition rate $k_{AB}(\lambda)$. Suppose, however, that the vast design space has a large design entropy. Many designs with slow rates would overwhelm the probability of sampling one of the comparatively few designs with fast rates. For the sampling procedure to discover those designs with anomalously fast transition rates, it generally requires a stronger bias in favor of fast rates. For example, one could sample designs in proportion to $k_{AB}(\lambda)^L$ for some $L$ greater than one. If $L$ is an integer, this more strongly biased distribution can be sampled in analogy with Sec. II A by making use of $L$ independent reactive
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A Monte Carlo sampling with reciprocal partition function estimates

As detailed in Sec. II B, the Monte Carlo sampling over trajectories and well depths involves the computation of an acceptance ratio, Eq. (15), containing \( Z_{\lambda}^{-1} \). We note, however, that the reciprocal partition function enters this ratio not because of the trajectory sampling but rather due to the sampling of the initial condition for the trajectory. To evaluate the consequences of estimating \( Z_{\lambda}^{-1} \), we first chose to study a simpler subproblem: simultaneous sampling of well depths and initial positions (as opposed to full trajectories).

We constructed MCMC moves that transition from an old position and well depth, \( r \) and \( \epsilon \), to a new position and depth, \( r' = r + \Delta r \) and \( \epsilon' = \epsilon + \Delta \epsilon \). The symmetric proposal is generated by drawing independent Gaussian variables \( \Delta r \) and \( \Delta \epsilon \), each with zero mean and variance \( 10^{-4} \). When a trial move generated \( \epsilon' \) outside

\[ P(\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_L, \lambda) = \frac{1}{N^L} \prod_{l=1}^{L} h_{\lambda}(\mathbf{x}_l(0)) h_{\lambda}(\mathbf{x}_l(t_{\text{obs}})), \]

(31)

Assuming the same timescale separation that led to Eq. (9), integration over the trajectories indeed leaves the targeted marginal distribution

\[ P(\lambda) = \int D\mathbf{x}_1 \int D\mathbf{x}_2 \ldots \int D\mathbf{x}_L P(\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_L, \lambda) \]

\[ = \left[ t_{\text{obs}} k_{\alpha \beta}(\lambda) \right]^L. \]

(33)

The multiple-trajectory joint distribution of Eq. (32) can be sampled with Metropolis–Hastings MCMC by proposing changes \( Z \) as before, we replace the reciprocal partition functions by unbiased estimates of \( \eta \) acceptance probabilities follows in analogy to Eq. (13). For each of \( \Delta \) simulations, in Sec. II B,

\[ Z_{\lambda}(\lambda)^{-1} \rightarrow \prod_{l=1}^{L} Z_{\lambda}^{-1}. \]

(36)

A demonstration that the unbiased estimates may be used in the acceptance probabilities follows in analogy to Eq. (13). For each of the \( \lambda \) estimates, one introduces a lift to include some noise variables \( \eta \).

III. RESULTS

To illustrate the design sampling with noisy estimates, we numerically studied the rate of escape from an energy well as a function of the well depth \( \epsilon \). The potentially high-dimensional design \( \lambda \) of Sec. II is just the scalar \( \epsilon \) for this application. The toy problem was chosen to be sufficiently simple that brute force rate calculations \( k_{\alpha \beta}(\epsilon) \) could also be collected to ensure that the procedure sampled designs—in this case well depths \( \epsilon \)—according to \( P(\epsilon) \propto k_{\alpha \beta}(\epsilon) \). Through numerical sampling, we confirmed that use of the noisy estimates \( \hat{Z}_{\lambda}(\epsilon)^{-1} \) do not bias the sampling. We further demonstrate that, however inconvenient to estimate, the partition function terms cannot be responsibly neglected, doing so yields a notable bias.

The specific toy model is the escape of a particle from a Lennard-Jones well while evolving with underdamped Langevin dynamics in three-dimensional space. The energy well takes the familiar form

\[ U(r, \epsilon) = 4\epsilon \left[ \frac{a}{r^12} - \left( \frac{a}{r^6} \right)^2 \right]. \]

(37)

where \( r \) is distance from the particle to the origin and \( \sigma \) is the particle radius. We take the \( \lambda \) region to be the bottom of the well, defined by positions with \( 0.85 \leq r/r_{\text{min}} \leq 1.4 \), with \( r_{\text{min}} = 2^{1/6} \sigma \) being the location of the potential energy minimum. The \( B \) region is the unbound state, reached once \( r \) exceeds \( 4 \sigma \). At every moment of time, the particle experiences forces from this potential energy as well as a drag force and random fluctuating force from the underdamped Langevin dynamics. Hence,

\[ p(t) = -\nabla U(\mathbf{r}(t); \epsilon) - \frac{\gamma}{m} \mathbf{p}(t) + \xi(t), \]

(38)

where \( \gamma \) is a friction coefficient and \( \xi \) is a white noise with \( \langle \xi \rangle = 0 \) and \( \langle \xi(t)\xi(t') \rangle = 2 k_B T \delta(t - t') \). We allow our tunable design parameter \( \epsilon \) to vary between 7 \( k_B T \) and 12 \( k_B T \), a parameter regime chosen to ensure that escape is a rare event. For convenience, we nondimensionalize the problem by setting \( \sigma = m = \beta = 1 \) and \( y = 0.5 \). This system is illustrated in Fig. 1.

We split our results into four parts. First, we consider a joint Monte Carlo sampling of designs and particle positions to demonstrate that the noisy estimate for the reciprocal partition function can be adequately incorporated into a Monte Carlo acceptance ratio. We next perform the joint sampling of designs and trajectories to extract the dependence of the rate constant on the well depth in the range \( \epsilon \in [7, 12] \). We demonstrate the enhanced preference for faster rate constants that comes from simultaneously sampling multiple reactive trajectories. Finally, we illustrate the methodology on a more complex molecular cluster.
the range\textsuperscript{7,12} the move was rejected. Otherwise, the moves were accepted in one of three different ways: according to the exact partition function
\begin{equation}
\rho_{\text{acc}}^{(\text{exact})} = \min \left[ 1, \frac{Z_A(\epsilon'(r'))}{Z_A(\epsilon(r))} \right],
\end{equation}
according to the estimated partition function
\begin{equation}
\rho_{\text{acc}}^{(\text{est})} = \min \left[ 1, \frac{\tilde{Z}_A(\epsilon'(r'))}{Z_A(\epsilon(r))} \right],
\end{equation}
or neglecting the partition function altogether
\begin{equation}
\rho_{\text{acc}}^{(\text{ignored})} = \min \left[ 1, \frac{e^{-\beta U(\epsilon',r')}}{e^{-\beta U(\epsilon,r)}} \right].
\end{equation}
We note that for Eq. (40), one must retain the old estimate for the reciprocal partition function after a rejection rather than recomputing a new estimate. This need follows from the fact that we formally consider a random walk through the \( \eta \) coordinates that produced the noisy estimate, as described in Sec. II B.

Equations (39) and (40) should both sample marginal distributions for \( \epsilon \) that are uniform, while Eq. (41) samples \( P(\epsilon) \propto Z_A(\epsilon) \).

We confirmed these marginal distributions numerically by sampling particle positions in the Lennard-Jones well, a comparison made possible by the ease of numerically computing the exact partition function
\begin{equation}
\tilde{Z}_A(\epsilon) = 4\pi \int_{0.85r_{\text{max}}}^{1.4r_{\text{max}}} dr \frac{1}{r^2} e^{-\beta U(\epsilon,r)}
\end{equation}
for this toy model, with \( U(r, \epsilon) \) given by Eq. (37).

Figure 2 gives the joint probability density from sampling in \( \epsilon \) and \( r \) space using reciprocal partition function estimation [Eq. (40)]. The marginal distributions in \( \epsilon \) and \( r \) are shown along their respective axes and give comparisons with sampling using the exact partition function [Eq. (39)] and ignoring the partition function contributions [Eq. (41)]. We can see that using unbiased reciprocal partition function estimation works well, matching the results obtained from the exact partition functions. Both the estimated and exact approaches also result in a uniform marginal distribution across \( \epsilon \), as expected. By carefully constructing an unbiased estimation procedure, we have recovered the proper sampling without having to laboriously calculate an exact partition function at every sampled value of \( \epsilon \). The marginal distribution of \( \epsilon \) also shows the effect of the reciprocal partition function ratio on the sampling procedure. By ignoring this ratio, we sample \( \epsilon \) in proportion to \( \tilde{Z}_A(\epsilon) \), which introduces a bias that prefers higher values of \( \epsilon \). The non-uniform distribution reflects the fact that trajectory sampling would show a
preference for some designs not only because of the propensity to react but also due to the ease of generating initial configurations. From Fig. 2, it is clear that this bias can be significant.

Of course to sample the joint distribution in Fig. 2, we need to generate estimates for the reciprocal partition functions. The first step in doing so is to choose an appropriate reference \( \epsilon_{\text{ref}} \) following the considerations of Sec. II D. For the range \( \epsilon \in [7, 12] \), a value of \( \epsilon_{\text{ref}} = 12 \) gives the lowest energy at any value of \( \tau \) due to the monotonically decreasing energy of the Lennard-Jones form with increasing \( \epsilon \). There is no need for an offset \( U_0 \). Using standard MCMC for fixed \( \epsilon_{\text{ref}} \), we generated 10 000 independent samples of position \( r \) and corresponding reference energy \( U(r; \epsilon_{\text{ref}}) \) to construct a library. As described in Sec. II D, we generated \( d^{(i)} \) terms in the expansion of Eq. (28) for arbitrary \( \epsilon \) by uniformly randomly drawing samples from the library and evaluating Eq. (24). The estimates of Fig. 2 were generated with a roulette parameter of \( R = 0.75 \).

Figure 3(a) shows that the reciprocal partition function remains unbiased regardless of the choice of \( R \), but that \( R \) impacts the estimator’s noise. The figure also highlights that the stochastic truncation of the series expansion is essential and that termination at a fixed expansion length would yield biased estimates. Likewise, the reciprocal of our stochastic series is a biased estimate of the partition function itself, as shown in Fig. 3(b). This bias is expected and not problematic; our MCMC scheme required unbiased \( Z_{\epsilon} \), not unbiased \( Z_r \). While the procedure formally works irrespective of \( R \) or the distance from the reference potential, the cost of the estimation procedure varies. Figure 3(c) shows that decreasing \( R \) decreases the probability of truncation, resulting in a stochastic sum with more terms. A series with more terms is better converged since it effectively averages over many more values of \( d^{(i)} \), but the decrease in the noise comes at a computational expense.

Tuning \( R \) to select an optimal trade-off between noise and computational cost is a complicated affair. One advantage of using estimates to sample is that one can get by with noise, potentially very large noise without introducing bias, suggesting that one should favor very cheap, noisy estimates. However, very noisy estimates can cause the Markov chain to get stuck in \( q \) variables that produce an overly favorable estimate. Practical implementations require care—in choosing \( R \), in selecting a reference potential, and in preventing stuck Markov chains—but our calculations serve as a demonstration of the principle that the noisy estimates of reciprocal partition functions can be computed and productively employed.

B. Simultaneously sampling trajectory space and design space

Having demonstrated the ability to sample the design and the initial condition, we now want to bias designs so as to favor fast rates. Section II laid out two routes to sample \( P(e) \propto k_{\text{AB}}(e) \). If we could compute \( Z_{\epsilon} \) exactly, we could sample designs and trajectories according to Eq. (7) with a MCMC procedure that updates a trajectory \( \vec{x} \) and a design \( \epsilon \). Otherwise, we could also generate estimates for the reciprocal of the partition function to sample Eq. (13). As in Sec. III A, we consider the Lennard-Jones escape problem because it is reasonable to implement both routes—using exact and estimated reciprocal partition functions—as a demonstration of validity.

Both routes require a random generation of new designs and trajectories, \( P_{\text{gen}}(\vec{x}, \epsilon \rightarrow \vec{x}', \epsilon') \). We make these proposals in two steps. First, we symmetrically generate \( \epsilon' = \epsilon + \Delta \epsilon \) as in Sec. III A. Next, we use \( \epsilon' \) to generate a new trajectory via a “shooting move” that re-evolves the stochastic dynamics forward and backward in time from a randomly selected time. The combined move is conditionally accepted according to Eq. (11) (exact) or to Eq. (14) (est), both of which require an explicit calculation of the ratio of generation probabilities, as well as a measure of the Boltzmann probability of the new trajectory’s initial condition. That Boltzmann

FIG. 3. (a) Unbiased estimates of the reciprocal partition function \( \tilde{Z}_{\epsilon}(\epsilon)^{-1} \). (b) Biased estimates of the partition function \( Z_{\epsilon}(\epsilon) \) constructed by taking the reciprocal of \( \tilde{Z}_{\epsilon}(\epsilon)^{-1} \). Both estimates are scaled by the value of the exact partition function at the reference \( \epsilon_{\text{ref}} = 12 \), and the exact partition function is given as a thick dashed black line. (c) The series length when using the Booth method as a function of the well depth \( \epsilon \). Different colors represent different roulette parameters with the solid lines giving the average value and the shaded areas showing the standard deviation. To emphasize the importance of stochastic truncation, biased results are shown for series truncated at fixed lengths of 30 and 127 terms, plotted as dashed-dotted and dotted lines, respectively. Average estimates of the reciprocal partition function are indistinguishable from the exact result in (a), demonstrating the unbiased nature of the Booth estimation procedure. The average estimate values only approach the exact values in the limit \( R \rightarrow 0 \) in (b), showing that the reciprocal of our unbiased estimates for \( Z_{\epsilon}^{-1} \) does not yield an unbiased estimate of \( Z_{\epsilon} \). From (c), we can see that the cost of the estimation method increases as \( R \) decreases and also as the value of \( \epsilon \) strays further from the reference \( \epsilon_{\text{ref}} = 12 \).
The probability of the initial condition is handled as in Sec. III A—we either compute it exactly (exact) or we generate an unbiased estimate (est). Unlike Sec. III A, we now must compute the ratio of the trajectory generation probabilities, a ratio that can be computed explicitly in terms of the random noise terms for the stochastic dynamics. Appendix A provides details of the trajectory generation probability based on the underdamped Langevin integrator of Athènes and AdJanor.

To confirm that the trajectory sampling approach yields the rate of unbinding, we additionally computed the rate constant as a function of well depth $k_{AB}(\epsilon)$ by brute force. For those brute force calculations, we used MCMC to initialize the Lennard-Jones particle's position and momentum from the equilibrium Boltzmann distribution and then propagated the trajectory$^{13}$ with a time step of $\Delta t = 0.005$. Once the system reached $B$, we recorded the elapsed time $r$ and repeated the procedure. In total, we sampled $10^6$ realizations of $r$ and calculated an estimate of $k_{AB}$ as $1/\langle r \rangle$. In Fig. 4, we overlaid the rate constant data on top of the marginal distributions of $\epsilon$ taken from trajectory sampling.

Figure 4 shows that using our reciprocal partition function estimation procedure works well as it matches the data collected when using an exact partition function. Furthermore, by overlaying the rate constant data, we show that we are indeed sampling $\epsilon$ in proportion to the rate constant, $P(\epsilon) \propto k_{AB}(\epsilon)$. Consequently, the random walkers executing both the exact and estimation approaches spend most of their time sampling designs with fast rates $\epsilon \approx 7$. In contrast, the random walker that ignores the partition function factor in its acceptance ratio spends most of its time sampling the slow designs, those with $\epsilon \approx 12$. These data confirm that the partition function term can be very significant in rate design problems and that it can be computed approximately in a manner that avoids sampling bias.

C. Sampling with stronger bias for fast rates

As discussed in Sec. II E, visiting designs in proportion to their rates is a relatively weak preference in favor of fast rates. In high-dimensional design spaces, the design entropy overwhelms that weak preference, so we sought a way to turn up the bias by sampling $P(\epsilon) \propto k(\epsilon)^2$ with $L$ independent reactive trajectories. Implementing this scheme follows quite directly from Sec. III B. The principal difference is that a MC move in $\epsilon$ and $x$ now becomes a move in $\epsilon$, $x_1$, $x_2$, $\ldots$, $x_L$. Specific computational details are discussed in Appendix A.

Figure 5 summarizes the result of sampling with $L = 1$, 2, and 3. The fastest rate of escape occurs with the shallowest allowed well, $\epsilon = 7$, but with $L = 1$, there is still appreciable probability of seeing $\epsilon$ fluctuate to suboptimal values above 9 or 10. By increasing $L$, the density near the optimal $\epsilon$ grows. Figure 5(a) shows that sampling using the estimated reciprocal partition functions remains unbiased for $L > 1$. The more stringent confirmation that $P(\epsilon) \propto k(\epsilon)^2$, or equivalently that $\log P(\epsilon)$ vs $\log k(\epsilon)$ has slope $L$, is plotted in Figs. 5(b)–5(d).

D. A more complex example

While the Lennard-Jones unbinding system is useful for demonstrating correctness, the power of the sampling approach is most applicable to more complex problems with high-dimensional state spaces and design spaces. To illustrate such an application, we introduce a five-particle system shown in Fig. 6 that consists of one particle metastably trapped inside a tetrahedron of four other particles. Given enough time, the trapped particle escapes from the tetrahedron with a rate constant that depends on the various interparticle interactions. Whereas the Lennard-Jones unbinding example supported a single trivial reaction pathway, competing reaction pathways are possible with multiple particles. In this respect, this toy model serves as a more realistic example that builds toward chemical applications.

In addition to increasing the dimensionality of the state space, we now consider a three-dimensional design space that regulates interparticle interactions. One of those design degrees of freedom adjusts a spring constant $k$ for a harmonic potential acting between pairs of the tetrahedron particles. When separated by a distance $r_{ij}$, this pair potential contributes $U_{\text{harmonic}}(r_{ij}; k) = \frac{1}{2}kr_{ij}^2$ to the energy. All five particles additionally interact through modified Lennard-Jones potentials,

$$U_{LJ}(r_{ij}; \epsilon_A, \epsilon_B) = 4\epsilon_B \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - 4\epsilon_A \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6. \quad (43)$$

Here, $\sigma_{ij}$ is the mean of the Lennard-Jones radii of particles $i$ and $j$.

We call the potentials modified Lennard-Jones potentials because we allow attractive and repulsive interactions to be, respectively, tuned via $\epsilon_A$ and $\epsilon_B$. In principle, those $\epsilon_A$ and $\epsilon_B$ parameters could be distinct for each pairwise interaction, but we wanted to limit to a three-dimensional design space in order to visually compare with brute force calculations. Thus, we held fixed $\epsilon_A = 0$ and $\epsilon_B = 10$ between tetrahedron particles and took $\epsilon_A$ and $\epsilon_B$ between the trapped particle and each tetrahedron particle to be the two remaining design parameters. All other parameters were held fixed: $k_T = 1$, and
FIG. 5. (a) Marginal probability densities of $\epsilon$ from joint sampling of the design space $\epsilon$ and of $L$ independent unbinding trajectories, as described in Sec. II E. Accounting for the reciprocal partition function exactly is shown in black dashed line, and using the reciprocal partition function estimations is shown in red solid line. (b) The marginal probability densities from the estimation procedure in (a) are plotted against the brute force calculated rate constants (blue squares in Fig. 4) on a log–log plot for (b) $L = 1$, (c) $L = 2$, and (d) $L = 3$. Power law scalings are provided in solid black line as reference. The brute force rate constants were fitted to a high-order polynomial for interpolation purposes. Each trajectory sampling procedure used $5 \times 10^8$ trial attempts, and the estimates used a roulette parameter of $R = 0.75$ and a reference value of $\epsilon_{ref} = 12$. From (a), we can see that increasing the number of independent trajectories in the sampling creates a stronger preference for the fastest unbinding rate, which occurs at $\epsilon = 7$. From (b), (c), and (d), we conclude that we are sampling according to $P(\epsilon) \propto k_{AB}(\epsilon)^L$. The power law scaling at low values of $k_{AB}$ (high values of $\epsilon$) is noisy for larger $L$ values because slow values of $k_{AB}$ are rendered particularly rare by using a large number of independent trajectories.

$\gamma = 0.5$, $\Delta t = 0.005$, unit mass for all particles, unit radii for all tetrahedron particles, and a trapped particle radius of 0.45. The design $\lambda = \{k, \epsilon_A, \epsilon_R\}$ was allowed to sample, restricted to the domain with $\epsilon_R \in [1, 1.15]$, $\epsilon_A \in [0, 0.15]$, and $k \in [119, 120]$. Trial moves in parameter space were generated via $\epsilon'_A = \epsilon_A + \Delta \epsilon_A$, $\epsilon'_R = \epsilon_R + \Delta \epsilon_R$, and $k' = k + \Delta k$, where $\Delta \epsilon_A$, $\Delta \epsilon_R$, and $\Delta k$ were drawn from Gaussian distributions with 0 mean and variances of $10^{-4}$, $10^{-4}$, and $10^{-2}$, respectively. The criteria for detecting reactant and product states were based on the distance between the center of mass of the tetrahedron and the trapped particle. When that distance is below 0.25, the configuration is in the reactant state $A$, and when it exceeds 1.1, the configuration is in the product state $B$. Figure 6 demonstrates the merits of the Monte Carlo methodology for this three-dimensional design problem. The brute force rate calculations of Fig. 6(b) reveal relative rates between designs, which are essentially indistinguishable from the design sampling of Fig. 6(c). In both cases, the rate of the trapped particle’s escape is maximized when the tetrahedron is the least rigid (low $k$) and when the interactions between the tetrahedron particles and the trapped particle are most repulsive and least attractive (high $\epsilon_R$, low $\epsilon_A$). The proportionality between the brute force rate and design sampling is made quantitative by comparing log $P(\lambda)$ with log $k_{AB}(\lambda)$ in Fig. 6(d).

The computational benefit of the sampling procedure becomes apparent in this higher-dimensional parameter space. Figure 6(e) makes this benefit clear by comparing run times for computing rates in $d$ dimensions with $d = 0$ corresponding to a single design, $d = 1$ corresponding to $\lambda = \{\epsilon_A\}$, $d = 2$ corresponding to $\lambda = \{\epsilon_A, \epsilon_R\}$, and $d = 3$ corresponding to $\lambda = \{\epsilon_A, \epsilon_R, k\}$. The cost for performing calculation on a grid like this scales exponentially, whereas the sampling procedure’s cost depends only on the number of sampled designs, not the design dimensionality. Because of the poor scaling of grids, the sampling procedure eventually wins out as dimensionality increases, a crossover that occurred after $d = 2$ for our implementation.
IV. DISCUSSION

In this manuscript, we have demonstrated how to sample design spaces with a preference for fast reaction rates. Our central focus has been the development of a practical Monte Carlo strategy that samples $p(\lambda) \propto k_{AB}(\lambda)^2$ without bias. Our success studying toy models demands a level-headed assessment of whether the methodology will scale to more complex problems with still higher dimensional $\lambda$. As a Monte Carlo strategy, there is reason to believe that high-dimensional spaces could be accessible, but here we must highlight two reasons for caution.

One concern is that our unbiased estimates of $Z_A(\lambda)^{-1}$ came from a comparison against a single fixed reference with energy $U(r; \lambda_{ref}) + U_0$. Like the estimation of free energy differences from importance sampled configurations, efficient computations rely on good overlap with the reference distribution. In our case, we require...
the typical \( r \) sampled by \( U(r; \lambda) \) to be similar to those typically sampled by the reference potential. Adequate overlap was simple to achieve in the toy problems due to our focus on \( d \leq 3 \) design dimensions. We expect greater difficulty in higher dimensions, where it may be necessary to generate unbiased estimates of \( Z_\delta(\lambda) \) using samples from multiple different reference potentials. We expect that the multistate Bennett acceptance ratio method for unbiased free energy calculations likely guides the way toward simultaneously weighting multiple references.  

Another concern one might raise is that the sampling procedure directly provides an ensemble of decent designs rather than a single optimal design, yet often it is this optimal design that is desired. The situation is analogous with a finite-temperature canonical ensemble returning configurations that differ from the energy minima. To discover those minima, it is necessary to quench by progressively lowering the temperature. For the design sampling problem we showed that quench could be achieved by increasing \( L \), the number of random walkers. However, the principal virtue of the method is that it allows one to importance sample design space, not just perform quenches. This importance sampling promises insight going beyond the identification of an optimal design. For example, it should be possible to assess how many near-optimal designs exist and by how much their performance erodes relative to the optimum.
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APPENDIX A: GENERATION OF NEW TRAJECTORIES

The Monte Carlo procedure of Sec. II B expresses the probability of accepting a MC move in terms of a ratio of generation probabilities \( P_{\text{gen}}(\vec{x}, \lambda \rightarrow \vec{x'}, \lambda')/P_{\text{gen}}(\vec{x'}, \lambda' \rightarrow \vec{x}, \lambda) \). Here, we discuss the details of the transition path sampling moves that allow us to compute the acceptance ratio and efficiently sample the trajectory space. We focus on sampling stochastic dynamics, specifically discretized underdamped Langevin dynamics, in which case shooting moves combined with the strategy of Crooks is effective. The trajectory \( \vec{x} \) consists of \( M + 1 \) snapshots of phase space, \( x = (r, p) \), separated by time step \( \Delta t \). It is convenient to have a compact notation, so the \( j \)th snapshot occurring at time \( j\Delta t \), \( x(j\Delta t) \), simply will be written as \( x_j \). The trajectory \( \vec{x} \) is defined either by this set \( \{x_j\} \) for all \( j = 0, \ldots, M \) or alternatively by the initial condition \( \vec{x}_0 \) and the set of all random numbers that cause the stochastic integrator to visit the subsequent points in phase space.

In Sec. III B, we employed the Langevin integrator of Athènes and Adjanor, in which case each degree of freedom requires two Gaussian random variables (noises) to be drawn for each time step. Similar to the velocity Verlet algorithm, the position coordinates defined at integer time steps are computed using velocities that are defined at integer and half-integer times. The two noises for each degree of freedom can also be associated with fractional time steps, so the update of particle \( i \) can be computed as

\[
P_{\text{gen}}(r_i^{t+1/2} = r_i^t + \frac{\Delta t}{m_i} \xi_i^t, \quad \xi_i^t = \xi_i^t - \xi_i^{t-1/2})\]

where the Gaussian white noises \( \xi_i^{t+1/2} \) and \( \xi_i^{t-1/2} \) both have mean zero and variance \( m_i(1 - e^{-\frac{\xi^2}{2}}) \). The trajectory can then be expressed as \( \vec{x} \equiv \{x(0), \vec{x}, \xi, \ldots, \vec{x}, \xi, \vec{x}, \ldots, \vec{x}, \xi, \vec{x}\} \). We can also define the time-reversed trajectory as \( \vec{x} \equiv \{x(M\Delta t), \vec{x}, \xi, \ldots, \vec{x}, \xi, \vec{x}, \ldots, \vec{x}, \xi, \vec{x}\} \), where \( \vec{x} \) are the random numbers that would give a reversed trajectory through phase space starting from the endpoint with reversed momenta.

The MC proposal \( \vec{x}, \lambda \rightarrow \vec{x'}, \lambda' \) is thus constructed as follows. First, we generate \( \lambda \rightarrow \lambda' \) symmetrically, and if a \( \lambda' \) value is chosen outside the desired domain, then the entire move is rejected. Next, we randomly choose a “shooting point” \( m \in [0, M] \) along the trajectory with uniform probability. From this point, we modify the time-reversed random numbers from that point backward to the beginning of the trajectory, \( \vec{x}^{t+1/2} \rightarrow \vec{x}^{t+1/2} \) and \( \vec{x}^{t+1/2} \rightarrow \vec{x}^{t+1/2} \) for \( j = 0, 1, \ldots, m - 1 \). Similarly, we modify the forward random numbers from that point to the end of the trajectory, \( \vec{x}^{t+1/2} \rightarrow \vec{x}^{t+1/2} \) and \( \vec{x}^{t+1/2} \rightarrow \vec{x}^{t+1/2} \) for \( j = m, m + 1, \ldots, M - 1 \). We generate trial move noises by a linear combination of the old noise and a new one, \( \xi' = a\xi + \sqrt{1 - a^2}\xi' \) and \( \xi' = a\xi + \sqrt{1 - a^2}\xi' \). Here, \( \xi \) and \( \xi' \) are the new noises, drawn from the same zero mean, \( m_i(1 - e^{-\frac{\xi^2}{2}}) \) variance Gaussian distribution that the Langevin integrator noises naturally sample. The parameter \( a \) allows us to control the decorrelation between the current and trial trajectory. Starting from the random point \( m \), we integrate the trajectories backward in time using the proposed backward random numbers \( \xi' \) and forward in time using the proposed forward random numbers \( \xi' \) to generate the trial trajectory \( \vec{x'} \). The resulting trajectory can then be converted to its equivalent complete forward and reverse time representations as random numbers, \( \xi' \) and \( \xi' \), respectively, using the form of the integrator in Eq. (A1).

The reversed proposal move, \( \vec{x}, \lambda \rightarrow \vec{x'}, \lambda' \), occurs when \( \lambda' \rightarrow \lambda \) is generated, the same shooting point is chosen, and \( \xi' = (\xi - a\xi')/\sqrt{1 - a^2} \) and \( \xi' = (\xi - a\xi')/\sqrt{1 - a^2} \) are chosen from a Gaussian distribution to map from \( \vec{x} \) back to \( \xi \). The relative probability of the forward move to the reverse is thus

\[
P_{\text{gen}}(\vec{x}, \lambda \rightarrow \vec{x'}, \lambda') = \exp \left[ \sum_{i=1}^{N} \frac{\beta}{2m_i(1 - e^{-\frac{\xi^2}{2}})} \left( \sum_{j=0}^{m} \left( (\xi_i^{t+1/2})^2 + (\xi_i^{t+1/2})^2 - (\xi_i^{t+1/2})^2 \right) \right) \right], \quad (A2)
\]
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where \( m_i \) is the mass of particle \( i \). Although this ratio appears to be cumbersome, it is straightforward to compute in terms of all of the noise variables \( \xi_i \) and \( \tilde{\xi}_i \), and it is then used in the acceptance probabilities of Eqs. (11) and (14).

Those acceptance probabilities can be further simplified by recognizing a cancellation in the product of Eq. (A2) and the \( P(\mathbf{x}'(t), \mathbf{x}(0))/P(\mathbf{x}(t), \mathbf{x}(0)) \) term of Eqs. (12) and (15). For example, after some algebra, Eq. (11) becomes

\[
P_{\text{acc}} = \min \left[ 1, \frac{h_A(\mathbf{x}'(0)) h_B(\mathbf{x}(t_{\text{obs}}))}{Z_A(\mathbf{x}(0))^{-1} e^{\beta H(\mathbf{x}'(0), \lambda')}} \right. \times \exp \left[ \sum_{i=1}^{N} \frac{\beta}{2m} \left( \xi_i^{(t+1)} \right)^2 + \left( \xi_i^{(t)} \right)^2 - \left( \tilde{\xi}_i^{(t)} \right)^2 \right]
\]

\[\left. - \left( \xi_i^{(t+1)} \right)^2 + \left( \tilde{\xi}_i^{(t)} \right)^2 - \left( \xi_i^{(t+1)} \right)^2 - \left( \xi_i^{(t)} \right)^2 \right] \right], \quad (A3)\]

After the algebraic simplification, only contributions from the first \( m - 1 \) steps of the trajectory remain in Eq. (A3). Even this simplified expression looks daunting, but is easily computed by storing the random numbers of the current and trial trajectories. The long sum of squares of \( \xi \) terms has the physical interpretation of a heat flow between the system and the thermostat.\(^{19,20}\) We want to weight the trajectories based on their probability of occurring from forward-time integration, but we generated a portion of the trajectory \((j = 0 \text{ to } j = m - 1)\) from reversed-time integration. To compute that trajectory’s likelihood in the forward-time trajectory ensemble, we must reweight by an exponential of the heat. We also note that because trial trajectories are always generated from previous successful trajectories, the terms \( h_A(\mathbf{x}(0)) \) and \( h_B(\mathbf{x}(t_{\text{obs}})) \) are always 1.

For the simple Lennard-Jones binding system of Secs. III B and III C, we used \( \alpha = 0.99 \) and \( M = 10000 \) with a time step of \( \Delta t = 0.005 \) for an observation time of \( t_{\text{obs}} = M \Delta t = 5. \) For the particle escaping from a tetrahedral cage of Sec. III D, we used \( \alpha = 0.9 \) and \( M = 1000, \) again with a time step of \( \Delta t = 0.005 \) for an observation time of \( t_{\text{obs}} = 5. \) For both systems, we built an initial trajectory by interpolating a starting state at the potential energy minima with Boltzmann momenta and an ending state just inside our respective definitions of the potential state. To build a starting trajectory, one could run natural dynamics with an integrator until a suitable trajectory is isolated or do linear interpolation between a starting and ending point, as we have done. This linear interpolation leads to an unphysical starting trajectory, but sampling quickly moves away from it to more natural trajectories.

When sampling with multiple independent trajectories in order to bias more severely toward faster rates, our overall acceptance ratio is a product of individual ratios with the form of Eq. (A3). For example, when the exact partition function is known, the acceptance probability using \( L \) trajectories \( \tilde{\mathbf{x}}_j \) with \( l = 1, 2, \ldots, L \) is

\[
P_{\text{acc}} = \prod_{l=1}^{L} \min \left[ 1, \frac{Z_A(\mathbf{x}'(0))^{-1} e^{\beta H(\mathbf{x}'(0), \lambda')}}{Z_A(\mathbf{x}(0))^{-1} e^{\beta H(\mathbf{x}(0), \lambda')}} \right]
\]

\[\times \exp \left[ \sum_{l=1}^{L} \frac{\beta}{2m} \left( \xi_{lj}^{(t+1)} \right)^2 + \left( \xi_{lj}^{(t)} \right)^2 - \left( \tilde{\xi}_{lj}^{(t)} \right)^2 \right]
\]

\[\left. - \left( \xi_{l,j}^{(t+1)} \right)^2 + \left( \tilde{\xi}_{lj}^{(t)} \right)^2 - \left( \xi_{l,j}^{(t+1)} \right)^2 - \left( \xi_{lj}^{(t)} \right)^2 \right] \right], \quad (A4)\]

When those partition functions are not known, they must be estimated as discussed in Sec. II E. In either case, the \( L \) trajectories share the same length and parameter set \( \lambda \), but they vary in their independent starting configurations and in their noises \( \xi_i \).

**APPENDIX B: ROULETTE PROCEDURE FOR PRODUCING UNBIASED SERIES ESTIMATES**

To obtain unbiased estimates of the partition function, we must truncate the infinite series

\[
S = 1 + d^{(1)}(1 + d^{(2)}(1 + \ldots)) = 1 + \sum_{i=1}^{\infty} i d^{(i)} \quad (B1)
\]

using a roulette procedure, adopted from Ref. 33. We introduce a roulette parameter \( R \) and calculate individual values of \( d^{(n)} \) sequentially, as described in Sec. II C. For the \( n \)th term in the expansion, if the running product \( \Pi^{(n)} \) of Eq. (27) is less than the parameter \( R \), then a roulette game is played with the series. The series will continue with survival probability \( q^{(n)} = \Pi^{(n)}/R \) and truncate with probability \( 1 - q^{(n)} \). If the series continues, then we scale \( d^{(n)} \) by the survival probability \( q^{(n)} \) and continue the procedure for sample \( n + 1 \). If the series truncates, then \( d^{(n)} \to 0 \) and the estimate of the series is complete. Alternatively, when the running product is not less than \( R \), the series continues without scaling \( d^{(n)} \). We compactly express the various cases by noting that sample \( n \) survives with probability \( q^{(n)} = \min[1, \Pi^{(n)}/R] \) in which case it contributes the scaled contribution \( d^{(n)} \max[1, R/\Pi^{(n)}] \).

As stated in the main text, the threshold for stochastic truncation after term \( n \), \( \Pi^{(n)} \), is computed recursively as the running product of the absolute value of these scaled contributions,

\[
\Pi^{(n)} = |d^{(n)}| \prod_{i=1}^{n-1} |d^{(i)}| \max \left[ 1, \frac{R}{\Pi^{(i)}} \right], \quad (B2)
\]

where \( \Pi^{(1)} = |d^{(1)}| \). Since \( d^{(n)} \) values can be scaled throughout the procedure and because \( d^{(n)} = 0 \) if the series is truncated at the \( n \)th term, the infinite series (B1) is replaced by

\[
g^{(n)} = 1 + \sum_{i=1}^{n} i d^{(i)} \max \left[ 1, \frac{R}{\Pi^{(i)}} \right] \quad (B3)
\]

We now show that the scaling of terms, which up to now was introduced in an *ad hoc* manner, was constructed such that...
The expectation value of the truncated sum will exactly equal the expected value of the infinite sum. Note that the expected value of the truncated series can be expressed as the sum over $n$ of the probability of reaching the $n$th term times the value of the truncated sum $S^{(n)}$. The algebra of that expectation value simplifies due to telescoping sums to give

\[
(S) = \left(1 - q^{(1)}\right) S^{(1)} + \left(1 - q^{(2)}\right) q^{(1)} S^{(2)} + \left(1 - q^{(3)}\right) q^{(2)} q^{(1)} S^{(3)} + \ldots
\]

\[
= \left(1 - q^{(1)}\right) + \left(1 - q^{(2)}\right) q^{(1)} \left[1 + a^{(1)} \max \left(1, \frac{R}{\Pi^{(1)}}\right)\right]
\]

\[
+ \left(1 - q^{(3)}\right) q^{(2)} q^{(1)} \left[1 + a^{(1)} a^{(2)} \max \left(1, \frac{R}{\Pi^{(1)}}\right) \max \left(1, \frac{R}{\Pi^{(2)}}\right)\right] + \ldots
\]

\[
= 1 + q^{(1)} a^{(1)} \max \left(1, \frac{R}{\Pi^{(1)}}\right) + q^{(2)} q^{(1)} a^{(2)} \max \left(1, \frac{R}{\Pi^{(1)}}\right) \max \left(1, \frac{R}{\Pi^{(2)}}\right) + \ldots
\]

\[
= 1 + \sum_{i=1}^{\infty} a^{(i)} \min \left(1, \frac{\Pi^{(i)}}{R}\right) \max \left(1, \frac{R}{\Pi^{(0)}}\right)
\]

\[
= 1 + \sum_{i=1}^{\infty} a^{(i)}.
\]

The final equality follows because $R > 0$, $\Pi^{(i)} > 0$, and for positive $x$, $\min[1, x] \max[1, x^{-1}] = 1$. Consequently, we see that the expectation value of the truncated sums [Eq. (B4)] equals that of the infinite sum [Eq. (B1)]. In other words, the stochastic truncation scheme is unbiased. We note that the roulette procedure we have described is not a unique way to generate an unbiased stochastic truncation. It may be possible to design alternative roulette games that give a better trade-off between truncation speed and estimate noise.

**DATA AVAILABILITY**

The data that support the findings of this study are openly available in http://doi.org/10.5281/zenodo.4150012.15

**REFERENCES**