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Current is a characteristic feature of nonequilibrium systems. In stochastic systems, these currents
exhibit fluctuations constrained by the rate of dissipation in accordance with the recently discovered
thermodynamic uncertainty relation. Here, we derive a conjugate uncertainty relationship for the first
passage time to accumulate a fixed net current. More generally, we use the tools of large deviation theory to
simply connect current fluctuations and first passage time fluctuations in the limit of long times and large
currents. With this connection, previously discovered symmetries and bounds on the large deviation
function for currents are readily transferred to first passage times.
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Introduction.—Thermodynamics constrains the fluctua-
tions of nonequilibrium systems, as evidenced by a growing
collection of universal predictions connecting dissipation to
fluctuations. Examples include the fluctuation theorems
[1-7], nonequilibrium fluctuation-dissipation theorems
[8—14], and, more recently, the thermodynamic uncertainty
relation [15—17]. Remarkably, all these results can be viewed
through one unifying lens, namely, large-deviation theory
[18]. In fact, over the past two decades this formalism has
proven to be an essential tool for characterizing the dynami-
cal fluctuations of nonequilibrium systems [19-26].

Recently, these techniques have revealed a universal
inequality between the far-from-equilibrium fluctuations
in current—such as the flow of particles, energy, or
entropy—with the near-equilibrium fluctuations predicted
by linear-response theory [16]. A useful corollary is the
thermodynamic uncertainty relation [15], which offers a
fundamental trade-off between typical current fluctuations
and dissipation [27]. Specifically, a nonequilibrium Markov
process generating an average time-integrated current (J)
during a long observation time T, has a variance Var(J)
constrained by the mean entropy-production rate ¢ (with
Boltzmann’s constant kg = 1):
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Thus, reducing fluctuations comes with an energetic
cost.

A significant body of recent work has analyzed such
current fluctuations for a fixed observation time [15,16,
28-35]. In this Letter, we consider the complementary
problem, analyzing the fluctuations of first passage times
T to reach a large threshold time-integrated current Jy,,
(see Fig. ). We show that properties of the first passage time
distribution for asymptotically large J,, follow simply from
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knowledge of the current fluctuations. This conjugate
relationship between fixed-time and fixed-current trajectory
ensembles mirrors the study of inverse or adjoint processes
in queuing theory [36-38], and it extends Garrahan’s work
on first passage time fluctuations of dynamical activity—a
monotonically increasing counting variable [39,40]—to
current variables, which can grow or shrink. By relating
the conjugate problems, we are able to transform inequalities
governing current fluctuations into associated inequalities
for passage time fluctuations, as well as offer fresh insight
into recent predictions for entropy-production first passage
times [41-44]. For instance, we show that the distribution for
the time 7 to first hit a large threshold current Jy,, must
satisfy a corresponding uncertainty relation:
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FIG. 1. The distribution of integrated current J for a long
observation time 7', and the distribution for first passage time T’
to a large threshold current Jy, are two faces of the same
distribution over trajectories. Hence, recent results describing the
asymptotic form of the current distribution P(J|T ) naturally
yield corresponding results for the asymptotic form of the first
passage time distribution F(T|J ).
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The two faces of the thermodynamic uncertainty rela-
tionship can be viewed as two ways to infer a bound on the
entropy-production rate—one utilizing the current fluctua-
tions in a fixed-time ensemble and the other utilizing the
time fluctuations in a fixed-current ensemble. Though these
two sets of fluctuations contain equivalent information,
we emphasize that the physical measurements are quite
distinct.

Setup.—To make the notions concrete, we focus our
presentation on nonequilibrium systems that can be mod-
eled as Markov jump processes. Specifically, we have in
mind a mesoscopic system with states i = 1, ..., N, whose
time-varying probability density p = {p;}¥, evolves
according to the master equation p = Wp, where W;; is
the probability rate to transition from j — i, and —W;; =
> i2Wj; is the exit rate from i. We assume that W is
irreducible—so that a unique steady-state exists—and that
every transition is reversible, that is, W;; # 0 only when
W;; # 0. Thermodynamics enters by requiring transitions
to satisfy local detailed balance. The ratio of rates for each
transition can then be identified with a generalized thermo-
dynamic force F;; = In(W,;/W;;) [45], which quantifies
the flow of free energy into the surrounding environ-
ment [46].

Fluctuating currents represent the net buildup of tran-
sitions between the system’s mesoscopic states. Indeed, in
any given stochastic realization of our system’s evolution,
there will be some random number of net transitions, or
current, between every pair of states j — i, which we label
as J;;. Our interest though is in generalized currents
obtained as superpositions of mesoscopic transitions,
J =) ;.;d;jJij, where the d;; indicate how much a
particular transition contributes. Such generalized currents
often represent a measurable global flow through the
system, such as the ATP consumption throughout a
biochemical network or the net flow of heat between
multiple thermal reservoirs [46]. A particularly important
example is the fluctuating environmental entropy produc-
tion X obtained by choosing d;; = InW,;/W ;. Its average
rate o = limy . (Z)/Tos measures the time irreversi-
bility of the dynamics.

For long observation times 7, the probability of
observing a current J satisfies a large-deviation principle
P(J|T ) < e Tow!U/Tas) with large-deviation rate func-
tion 7(j) [18], where the lowercase letter j=J/T
represents an intensive quantity. The large-deviation
function [ captures not just the typical fluctuations
predicted by the central-limit theorem but also the relative
likelihood of exponentially rare events. A useful
complementary characterization of the fluctuations is
through the scaled cumulant generating function
(SCGF) w(4) =limg, _o(1/Top)In(e¥), with the
expectation taken over trajectories of length T,.
Derivatives of y at the origin encode all the long-time
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FIG. 2. Large deviation rate functions (left) are related to
SCGFs (right) by the Legendre-Fenchel transform. Current
statistics (top) and first passage time statistics (bottom) are
connected by inversion. Branches corresponding to positive
currents are plotted with solid red lines, while the negative-
current branches are plotted with dashed blue lines.

current cumulants. The pair / and y are intimately related
through the Legendre-Fenchel transform, as graphically
illustrated in Fig. 2 [18].

Universal symmetries and bounds on / (commensurately
y) have refined our understanding of the thermodynamics
of nonequilibrium systems. In the following, we develop
a complementary point of view based on current first
passage times.

First passage time fluctuations for large current.—We
now consider a large (in magnitude) fixed amount of
accumulated current Jy, and seek the time at which that
threshold current is first reached. As seen in Fig. 1, the
mean first passage time scales extensively with the magni-
tude of Jy,., suggesting a large-deviation form for the first
passage time distribution F(7T'|Jy, ). We note, however, that
Jar can be either positive or negative and introduce two
different rate functions, ¢ (7) and ¢_(¢), to handle these
cases:

e_thr¢+(T/‘]Ihr)
)

ethr¢—(_T/thr) R

Jthr > 0,
Jir < 0.

F(T| ) =< { (3)

Correspondingly, there are now two different SCGFs
ge(p) =limy, o (1/Jg) In(e™#7), with the expectation
computed over trajectories having a fixed value J,, of time-
integrated current. Without loss of generality, we assume a
choice of {d,;} such that (J) > 0. In this case, the + sub-
script corresponds to branches quantifying typical (positive-
current) fluctuations, and the — subscript corresponds to rare
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(negative-current) branches. It is useful to also split y into
two branches, y, with negative slope and y_ with positive
slope (see Fig. 2). Our central result is that the large
deviations in scaled first passage times ¢t =T/|Jy,| are
completely determined by the large-deviation functions for
current fluctuations:

pu(r) =tl(x1/1),  ge(w) =wi'(w). (4
Analogous relations have appeared for counting variables
[36-38,40] and for entropy-production fluctuations [42], but
we show these connections are, in fact, more general and
extend to all currents. Thus, all known properties of
I—most notably, symmetries and bounds—can naturally
be translated to ¢.

Here, we offer a heuristic argument for Eq. (4) assuming
positive current. A sketch of a proof is included at the end
of the Letter, and a more detailed proof is provided in the
Supplemental Material [47]. To start, we write P(y) to
denote the probability distribution for a mesoscopic tra-
jectory y—that is, a sequence of states visited by the system
and their jump times. Then, the likelihood of a large first
passage time 7 = tJ to a large current J can be conven-
iently expressed as

P(T=1))= /dy (T — tJ)P(y), (5)

where the integral is over all trajectories. However, the
only trajectories that can contribute to this integral have
current J. Furthermore, large current can only be attained
after a long time. Taken together, these observations
suggest we can replace P with the large-deviation form
for large T [48]:

P(T=1J) = / dJ (T — tJ)eTIU/T) = =i/ (6)

which implies ¢, (1) = tI(1/t), and g, (u) follows by the
Legendre-Fenchel transform. Put simply, switching from
current to first passage time is a change of variables where
we replace current by its inverse.

We now turn to the implications of Eq. (4). For any
generalized current, its long-time fluctuations are con-
strained by the entropy-production rate via Eq. (1). This
constraint actually follows from an inequality on the large-
deviation rate function,

L U=0)? :
I1j) ~—t0=1 . 7
(.]) = 4<]>2 o bnd(]) ( )
Translating to first passage time fluctuations, we have
t—(1))?
200 <" 0 gt ®

after noting that the typical behavior (j) = 1/(f) does not
depend on the choice of ensemble—fixed 7', versus fixed
Je- Equation (2) follows since the large Jy,, variance is
computed in terms of derivatives of the large-deviation
function as Var(T) = Jy,./¢’L((r)) [18]. Thus, dissipation
is a fundamental constraint to controlling first passage time
fluctuations as well as current fluctuations.

Together, Eqs. (7) and (8) point to a remarkable
property of the stochastic evolution of currents, which is
best appreciated by normalizing the large-deviation forms
e Tonlona() and e~/mr#ona(!) For currents, we have a Gaussian
distribution

- SR
Prna(j) = 47;::;>23XP <——T0bs<i<j><2]>) ) 9)

whereas the first passage time distribution is an inverse
Gaussian

and(t) _ Jthr6<t>2 exp <_ Jthr(t ;t<t>>26> ) (10)

Remarkably, these are the distributions we would have
predicted if we had simply treated the evolution of the
current as a one-dimensional diffusion process with con-
stant drift (j) and diffusion coefficient /(j)> [49]. This
observation suggests that while the precise dynamics of the
currents is generally complex, there is a simple auxiliary
diffusion process that constrains it, reminiscent of the
universal form observed for the stochastic evolution of
the entropy production as a drift-diffusion process [7,44].

First passage time fluctuations for negative current and
the fluctuation theorem.—We have focused primarily on
first passage times to reach a (typical) positive current. We
can also consider the first passage time to the exponentially
suppressed negative currents that arise due to trajectories
that appear to run backwards in time. The distribution for
the time to reach Jy,, < 0 scales according to ¢_ (), which
can be related to y_(4) (see Fig. 2). This connection is
especially interesting when y posses a symmetry that
relates its two branches y, and y_, because this naturally
translates to a relationship between ¢, and ¢_.

Generically, y_ vanishes at some A*. For certain currents,
it also satisfies | (1) = w_(4" — ). As an example, the
fluctuation theorem implies such a symmetry with A* =1
for the entropy production (itself a generalized current) [6].
Symmetry of y yields a corresponding symmetry in g,:
g+ () = —g_(u) + 2*. Taking the Legendre-Fenchel trans-
form gives

$i(1) = (1) = 4", (11)

indicating that ¢, and ¢_ differ by a constant offset when
the SCGF symmetry is present. Equation (11) must be
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interpreted carefully, as it compares large-deviation func-
tions for two different distributions. Typically, large-
deviation rate functions are shifted such that their minimum
equals zero. In this case, a symmetrical y implies that ¢,
and ¢_ are identical, and the large-current first passage time
distribution F(T|Jg,) is the same for both positive and
negative J,.. While the constant offset in Eq. (11) does not
affect the form of F(T|Jy,), it reflects the fact that the
probability of reaching |Jy,| exceeds that of reaching
—|Je| by a factor of e*/ul, Using the same methods as
those in this Letter, Saito and Dhar reached similar
conclusions for the case that the generalized current is
the entropy production [42], and Neri et al. have proven a
corresponding fluctuation theorem for entropy-production
stopping times using Martingale theory [43]. Our result,
Eq. (11), extends more generally to any current satisfying a
SCGF symmetry about 4*, including the example of the
next section.

Hllustrative example.—To demonstrate the bounds in a
more explicit context, we solve for the large-deviation
behavior of a minimal model for an enzyme-mediated
reaction from reactant R to product P. The enzyme can be
either in a ground state £ or an activated state E*, and the
E < E* transformations proceed via one of three path-
ways: (1) the enzyme exchanges heat with a thermal bath,
(2) the enzyme accepts free energy by converting an
activated fuel molecule F* into a deactivated form F, or
(3) the activated enzyme converts R — P. Each of these
pathways proceeds forward or backward, as depicted in
Fig. 3, with six rate constants defining the model. We
follow the net transformations of R into P as the accumu-
lated current J, so the first passage time can be interpreted
as the time to generate J product molecules.

The analytical solution of this model using standard
methods is outlined in the Supplemental Material [47].
Figure 3 graphically shows the large-deviation function
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FIG. 3. Markov model for the conversion of a reactant R to
product P mediated by enzyme E. The large deviation function
for the time to reach a particular net current from R to P, ¢ (1),
is bounded by ¢p,(¢). Additionally, ¢, (7) is inferred from
numerical sampling of 10° trajectories for various choices of
Jinr using rates kX0 = 2, k5 = 0.1, K™ = 0.3, kihem = 0.001,
KU = 0.001, kel = 1.

bound, Eq. (8), as well as the uncertainty bound, Eq. (2)
(see inset). The analytical calculations are supplemented by
trajectory sampling with finite J,, the results of which are
plotted with colored markers in Fig. 3. Motivated by the
t=3/2 prefactor in Eq. (10), we extract estimates for ¢, ()
from the sampled trajectories by first approximating
F(T|J4,) with a histogram and then computing

1

thr

3
dfﬁt([) = (111F(t-]thr|-]thr) + Eln t) + Coff’ (12)

where C. is a constant offset used to set the minimum of
¢<" to zero. We observe that the large-deviation form (and,
consequently, the thermodynamic uncertainty relation)
remain valid even for small Jy,,.

Conclusion.—In the large-deviation limit, we have
shown that current fluctuations with fixed observation time
are intimately related to the fluctuations in first passage
times to large current. As a result, we have seen how the
thermodynamic uncertainty relation and the fluctuation
theorem for entropy production naturally lead to a universal
symmetry and bounds on first passage time fluctuations.
Tighter-than-quadratic bounds on current large-deviation
fluctuations [28,30,31] also readily translate to correspond-
ing first passage time bounds.

Practically, we anticipate that it will be useful to convert
between fixed-time and fixed-current ensembles since
some experiments are more naturally suited to one than
the other. For example, imagine we seek a dissipation
bound for the enzyme-mediated reaction in Fig. 3.
Fluctuations in product formation after time 7, could
be measured spectroscopically, assuming Beer’s law and a
calibrated mapping from fluorescence intensity to product
concentration. But the fixed Jy, ensemble offers an
advantage. By measuring first passage time fluctuations
to reach a fixed fluorescence intensity, the mapping
between fluorescence and concentration could be avoided
altogether. More ambitiously, we expect the fluctuating
time ensemble to be a natural way to analyze the role of
dissipation in Brownian clocks [50-54].

Sketch of a proof for Eq. (4).—The main result, Eq. (4),
consists of two relations: one connects the large-deviation
rate function / with ¢, the other connects y with g. Here
we sketch a proof of g.(u) =wZ'(u). The relationship
between I and ¢, follows by applying the Girtner-Ellis
theorem to compute / from y and ¢, from g,.. More details
are presented in the Supplemental Material [47].

The basic strategy is to express both g and y in terms of
spectral properties of a tilted rate matrix W(1), whose
elements are given by W;;(1) = W, e~ The first half of
this connection is well known; the largest eigenvalue of
W(2) is the SCGF () [6]. Expressing ¢ in terms of the
tilted rate matrix requires a slightly more involved calcu-
lation following the general strategy of Refs. [40,42].
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Let F;;(T|J) be the distribution of times 7 to first
accumulate J current with a jump to 7, conditioned upon
a start in j. We connect F;; to the transition probability
P;;(J.T) to go from j — i in time T, having accumulated
current J via the renewal equation: P(J,T)=
JTdP(0,T —1)-F(z]J) written in matrix notation.
The convolution is simplified by Laplace transform
(denoted with a tilde) to convert from 7 to p, ultimately

yielding e=/9:®) < (¢=#T) = F(u|J) < P(J, ). Furthermore,

P(J,u) can be expressed in terms of the tilted rate

matrix via an inverse Laplace transform of P(4,u) =
1/(W(A) — ul), where the caret denotes a Laplace trans-
form from J to 4. Using complex analysis to perform the

inverse transform, we obtain e /9%+# = ¢# where 1 =
w!(u) forJ > 0and 2 = wZ'(u) for J < 0. Hence, g, and
W are inverses.
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