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Thermodynamic uncertainty relation for Langevin dynamics by scaling time
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The thermodynamic uncertainty relation (TUR) quantifies a relationship between current fluctuations and
dissipation in out-of-equilibrium overdamped Langevin dynamics, making it a natural counterpart of the
fluctuation-dissipation theorem in equilibrium statistical mechanics. For underdamped Langevin dynamics, the
situation is known to be more complicated with dynamical activity also playing a role in limiting the magnitude
of current fluctuations. Progress on those underdamped TUR-like bounds has largely come from applications
of the information-theoretic Cramér-Rao inequality. Here, we present an alternative perspective by employing
large deviation theory. The approach offers a general unified treatment of TUR-like bounds for both overdamped
and underdamped Langevin dynamics built upon current fluctuations achieved by scaling time. The bounds we
derive following this approach are similar to known results but with differences we discuss and rationalize.
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I. INTRODUCTION

Nonequilibrium systems are characterized by currents and
dissipation. In small systems, fluctuations in both quantities
can be significant. Over the past two decades, the mathe-
matical framework of large deviation theory has brought new
understanding about the restrictions imposed on these fluctua-
tions. One notable advance was the development of fluctuation
theorems, which express a symmetry relating positive fluctu-
ations to their negative counterparts [1-6]. This symmetry is
particularly notable because it holds even outside the linear-
response regime. More recently, large-deviation techniques
have been used to derive the thermodynamic uncertainty
relation (TUR), an inequality revealing that steady-state fluc-
tuations of a current j cannot be arbitrarily small. Rather,
these fluctuations are restricted by the system’s accumulated
entropy production ¥ according to the bound,
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First derived for a Markov jump process in the long-time
limit [7-9], the TUR has since been extended to a family of
results for finite-time systems [10,11], Markov chains [12,13],
diffusions [14-20], periodic driving [21], and quantum sys-
tems [22-26] along with further generalizations [27-29] and
specializations [30,31]. We now understand that, in its most
general form, a TUR holds because of an involutive symme-
try in the system’s equation of motion, the most prominent
of which is time reversal [32-34]. The involutive symmetry
alone suffices to bound current fluctuations as
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which is equivalent to Eq. (1) in the short-time limit but
provides essentially no information in the long-time limit [35].
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Arriving at a TUR-like Eq. (1) that governs the long-time limit
requires that the symmetry be supplemented with additional
structure from the equation of motion. For Markov jump pro-
cesses and overdamped Langevin dynamics, this additional
structure arises from the ability to compute the likelihood
of realizing current fluctuations in a particular manner by
collectively scaling all microscopic currents. Since current
fluctuations can be realized in that manner or in many other
ways, the fluctuations have to be, at least, as large as the
current-scaling construction prescribed.

The corresponding result for underdamped Langevin dy-
namics is significantly harder to derive. Simple extensions of
the overdamped derivation do not work because the proba-
bility of scaling all microscopic currents cannot be computed
in the underdamped regime. Significant progress on this front
has come from constructing a virtual perturbation of the
dynamics in terms of some parameter 6, then applying the
Cramér-Rao bound on said parameter to establish an inequal-
ity [17-19,24,28,31,36]. In this paper, we derive a similar
underdamped inequality from a large-deviation perspective,
akin to Ref. [20]. Our derivation is based on constructing
potentially suboptimal ways to realize current fluctuations
by scaling the equation of motion in time, a procedure that
can be applied in a physically transparent manner to both
the overdamped and underdamped settings. This notion of
scaling time has been fruitful in deriving bounds [20,37,38]
and in numerical sampling [39]. In contrast to prior work on
a one-dimensional ring [20], we have pursued this approach
at the level of trajectories, which gives rise to more general
bounds.

II. RESULTS

A. TUR from contraction

From the large deviation perspective, the TUR is funda-
mentally built around the contraction principle. In many cases,
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the probability of measuring a current j in an observation time
T adopts the long-time asymptotic form

p(j) =< e M), A3)

where (j) is the large-deviation rate function for the cur-
rent fluctuations and the subexponential contribution from the
prefactor can be neglected in the long-time limit. This rate
function has a minimum at (j), and its value at any given j
reflects how unlikely it is to realize a trajectory with that value
of the current on an exponential scale. For all but the simplest
systems, the explicit derivation of I(j) is intractable, and
numerical computation is challenging. This difficulty arises
because, in the long-time limit, /(j) depends only on the
probability of the most likely realization yielding a current j;
solving for that optimal realization is generally prohibitively
difficult. On the other hand, it is easy to construct a subset of
all possible realizations, and an upper bound on /() follows
if one can compute the likelihood of sampling those particular
realizations.

Such a bound was developed for Markov jump processes
[8] and extended to overdamped Langevin dynamics [15].
This was accomplished by scaling the microscopic steady-
state currents by a factor n to generate a realization of the
system with macroscopic current (j)/n. This construction
holds the system’s empirical density fixed and varies its em-
pirical current as a function of the scale parameter n, from
which we ultimately obtain the bound,
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where n = (j)/j and t is the observation time. The
TUR, Eq. (1), then follows from the identity var(j) =
1/1"(())) [40].

This analysis worked for Markov jump processes and
overdamped Langevin dynamics because, exceptionally, the
large-deviation rate functions for the empirical density and
current (level 2.5) were known explicitly for those systems.
In contrast, the level-2.5 rate function is not known for un-
derdamped Langevin dynamics, and the underdamped TUR
cannot be derived following the same approach. We suggest
that this difficulty can be overcome by working with trajecto-
ries in which case an expression for the level-3 underdamped
rate functional is known. Motivated by the appearance of n as
a scale parameter for the current in the overdamped regime,
we re-interpret 7 in this new context as a scale parameter for
time. In other words, we generate scaled trajectories with a
time step of n At rather than a time step of At¢. As before,
this construction holds the system’s density fixed and varies
its current again with j = (j)/n.

The central aim of this paper is to construct large-deviation
bounds—and the corresponding uncertainty relations—by
computing the asymptotic probability of current fluctuations
realized via scaling time in this fashion. This time-scaling pro-
cedure offers a way to extend the large-deviation perspective
from overdamped to underdamped dynamics.

B. Overdamped Langevin dynamics

We analyze a d-dimensional system, working in discrete
time and ultimately recovering continuous-time results by

taking the limit Ar — 0. In this limit, the collection of
discrete points {x;} becomes the continuous trajectory x(z).
Similarly, the collection of noise {£;} becomes the continuous-
time white-noise process &(¢). The overdamped Langevin
equation is given by

yx =Fx) +/2yT§, 5
or in discretized form as
y Ax; = F;At + \/2yT At &, (6)

where the subscript i indexes time steps, y is the friction
coefficient, F; = F(x;) is a position-dependent force, and T
is the temperature. The standard Gaussian noise §; satisfies
(&) =0 and (§;§;) = d;;1s, where 1, is the d-dimensional
identity matrix. Solutions of this equation over a time interval
T = N At are stochastic trajectories {x;} parametrized by i.

Using the large-deviation machinery explained in the last
section, we will derive our first main result,

var(j) 2yT 2

> - .
() =T~ o(F?)  (Z)-t(V-F)/y @

where k = d(j)/dT. Unless otherwise stated, all continuous-
time expectation values are to be interpreted following the 1t6
convention. For instance, the average squared force (F?) is
given by
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Both the left-hand and right-hand sides of Eq. (7) differ
slightly from the standard TUR for overdamped Langevin
processes, Eq. (1). The right-hand side includes an additive
term —t(V - F)/y in the denominator. If (V - F) = 0, this
term vanishes, and we recover the right-hand side of Eq. (1).
One way that this expectation value can vanish is if the di-
vergence vanishes throughout space as in a solenoidal vector
field, one in which there are no sources or sinks. Equation (1)
also differs by the inclusion of the —« T term on the left-hand
side of the bound. Because the current typically increases with
temperature, this term generally weakens our bound relative
to the usual TUR, although our bound is strengthened in the
unusual situation in which ¥ < 0.

To derive the first main result, we consider a trajectory {x;}
and construct a corresponding scaled trajectory {X;} that visits
the same discrete points with a scaled time step (see Fig. 1).
That scaled trajectory satisfies the scaled equation of motion
(with time-step n At)

y A%, =Fip At + /2y Tn At &, )

where & samples the same unit normal distribution as £,.
Enforcing the constraint that the two trajectories visit identical
points in phase space (Ax; = AX;), although with differ-
ent clocks, links the noises & and El» via their respective
equations of motion to yield

- At
Eizﬁgi'i_Fi‘/Zy_T(n_l)' (10)

By itself, this transformation is not very useful because of
the scale factor /7 in front of ;. As a result, the trajectories
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FIG. 1. Schematic of time-scaling construction. The original tra-
jectory in blue with time-step Ar = 1 is scaled by a factor n = 0.5
to generate a scaled trajectory in orange, which has time-step n At =
0.5. Both trajectories visit the same points in space, but the orange
trajectory is sped up by a factor of 2 and, thus, has twice the current.

{x;} and {X;} live in different spaces and are not directly
comparable. More technically, reweighting the trajectories is
not possible because {&;} and {éi} have different diffusion
constants and are, thus, not mutually absolutely continuous.
To resolve this issue, we simultaneously scale the temperature
as T — T /n, obtaining the revised equivalence,

~ A
si=si+Fi‘/2y—tT(n—1>. (11)

This time and temperature scaling suggests that we consider
the parametric rate function /(j; 7)) in which we highlight the
role of T as an argument explicitly. In Appendix B, we argue
that this rate function can be bounded in the form

Ut T) I &S o =12 (F)
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Ultimately, we would like to—and we will see that we
can—use the bound Eq. (12) to derive a corresponding bound
on I(j;T). To do so, we pick a reference temperature T
and perform a local transformation about the point (7p, (j)7,)
from the variables j and T to n and A, coordinates that are
more natural to the system. n and A parametrize two lines
on the (7, j) plane. See Fig. 2. The line parametrized by
represents a simultaneous scaling of time and temperature
along which the bound Eq. (12) is known. It passes through
(To, (j)r,) and the origin and takes the form (To/n, (j)z,/n)-
The line parametrized by A is the tangent line to the curve
(j)(T) = (j)r, the average current as a function of the tem-
perature. Along this curve, the rate function and, therefore,
all its derivatives vanish. Except when the current is a linear
function of the temperature, this choice of A provides a sec-
ond linearly independent variable along which we can bound
I(j; T). We parametrize the curve (j)r as (ATp, (j)»r,) and,
hence, its tangent line as (A Ty, (j)r, + k(A — 1)Tp), where

_ d{j)n,
art |,_,

In Appendix B, we show that the fact that I and its deriva-
tives vanish along the curve (j)7y imply that / and its first
two derivatives with respect to the tangent line vanish at

FIG. 2. Schematic of a coordinate transformation from (7', j) to
(A, n) with A and 7 as defined in the main text. We exemplify the
transformation with the rate function for a one-dimensional constant-
force system with F(x) = F. In this case, the average current is
(j) = F/y, independent of the temperature 7', and the rate function
1(j;T) is given by I(j;T) = (y /4T )(j — F/y)*. The induced lo-
cal coordinate transformation replaces the orthogonal T and j axes
(black and blue dashed lines) with the nonorthogonal A and 7 axes
(black and purple dashed lines). The value of the rate function at
the blue and orange points, respectively, includes contributions from
the blue and orange trajectories of Fig. 1.

(To, (j)r,)- This is important because it means we have access
to information about the derivatives of I along A and n. As
long as these two lines are independent—as long as (j)r is
not linear in 7—we can also obtain information about the
derivatives of I along j by linear transformation.

By taking appropriate derivatives of the parametrization of
the two lines corresponding to A and n, we find that

dT Ty —To ||dr
.| = . . 13
[dj] [KTo _<])Toi||:d77i| (13)
Matrix inversion yields
dr] 1 —(hn,  To||dT (14)
dn|  «T} — ()T —«To  To)[dj]

It remains to perform a Taylor expansion of I about (Tp, (j)7,).
To second order, we find

(= G)n)? 81

1(j;T) = -
2 9,2 (Toi)1y)
(T =Ty 31 (15)
2 0T g ()

Expanding the derivatives in the (A, 1) basis and recognizing
that partial derivatives with respect to A vanish, we have

92 1 2 52
— = (— ) > (16)
9 kTo — {jdr,/ 9m

92 —K 2 32
— == — (17)
aT? «kTo — (j)n, ) On?
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and, hence, see that
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upon using Eq. (12), specializing to T = Ty, and taking (j) =
(j)r- Expanding I(j; T') about () to leading order then yields

1 "o 1 (F?)
=) < g s
var(j) (J) —«T)2yT
noting that 1({j)) = I'({j)) = 0. Rearranging Eq. (20) gives
our first main result, Eq. (7). The inequality can be reex-
pressed in terms of the entropy production by recognizing that
the entropy production (X) is the time-antisymmetric part of
the action 7/({x;}) and takes the form

(20)

1
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&
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where the first-order Taylor expansion of F;; about x; be-
comes exact as At — 0.

Our overdamped bound, Eq. (7), reproduces prior work [8]
when both (V - F) and « vanish, but the negativity of (V - F),
derived in Appendix A, generically weakens the bound. It
is natural to consider why the time-scaling bound would be
weaker than the current-scaling TUR. Both large-deviation
bounds require that we pass from a high-dimensional distri-
bution to the single-variable distribution over a current. In our
time-scaling construction, the high-dimensional level-3 dis-
tribution is over trajectories. By contrast, the current-scaling
construction involves a level-2.5 distribution over densities
and currents; each realization of the system at this level of
description corresponds to multiple trajectories. By scaling
the currents at level 2.5, rather than the trajectories themselves
at level 3, we can consider a larger subset of all possible
trajectories and, hence, generate a tighter bound. Notably, in
the constant-force scenario of Fig. 2, k = (V - F) =0, the
same bound is obtained from both the level-3 and level-2.5
descriptions.

C. Underdamped Langevin dynamics

We repeat the analysis for underdamped Langevin
dynamics,

mk = —yx + F(x) + /2y T&, 24)

with unit mass. Following the discretization scheme in
Ref. [41], we have

F;At b At
AX,‘ =bAt (Xl + —> + T\/ 2)/T At gi’ (25)

2
At
AXi = —(Fi +Fip1) —y Axi + V2yT At§;,  (26)

where b= (1 4+ y At/2)~'. As before, we generate a scaled
trajectory {X;} which is spatially identical to the unscaled
trajectory with X; = x;. In the underdamped regime, scaling
time requires that we scale the velocity in the same fashion,
generating the additional constraint X; = n%;. The same pro-
cedure as in the overdamped regime yields our second main
result,

var(j) 2yT
((j) = 3cT)> 7 T(4(F?) — 3y2(x2) 4+ 4y2T)
2

= , (28)
16(T) +9(Z) — 3yt
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where (1) is the dynamical activity, the time-symmetric part
of the action that excludes the functional measure [42]. See
Appendix C for more details. Our bound mirrors that of
Refs. [17,20] but with an additional term —3yt in the de-
nominator on the right and an additional term —«7 in the
denominator on the left. The former term tightens our bound,
particularly for large y, whereas the latter generally weakens
our bound. The two effects are independent and are of varying
strength.

The dynamical activity does not appear in the overdamped
bound because in that regime, the entropy production and
dynamical activity are Legendre duals and, hence, not inde-
pendent [43,44]. More fundamentally, the probability currents
in overdamped Langevin dynamics can be described solely in
terms of variables invariant under time reversal, correspond-
ing to the irreversible currents that suffice to characterize
the entropy production. In contrast, underdamped Langevin
dynamics also includes variables antisymmetric under time
reversal, corresponding to reversible currents that characterize
the dynamical activity. This distinction explains the appear-
ance of the dynamical activity in the underdamped but not the
overdamped bound [45].

By analogy with Eq. (11), we identify a relationship
between the scaled and unscaled noises by applying the con-
straints AXx = AX and AX = n AX. In the underdamped case,
because the stochastic part of the displacement scales as
VT (Ar)3E; [cf. Eq. (25)], we must scale the temperature as
T — T/n’. The resulting relationship is given by

b=kt (e~ D)+ F | e 1), (9)
R N A Vo' T T

= A
=&+ [ (FO7 = D) = vk — 1)+ 0(An, (30)
yT

where

L+y A2 1

€= = ) (31)
T4+ynAt/2 1+ =b)(n-—1)
Keeping only leading-order terms in Az, we find
e T 1 ,
(25 D)« L@ - -yxa -2 62
non 4yT
= (1= DXE) +0((n — DY), (33)
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where
1 .
(8) = y—((ZF — yx)). (34)
Again expanding /(j) about (j) to leading order and taking
the At — 0 limit yields
Ly < 2
var() S (G =

The coefficient of 3 in Eq. (35) arises from the modified
scaling T — T/n>. Equation (35) can be rearranged to give
Eq. (27) by applying the identity,

(F-%) = y(x*) — yT. (36)

(35)

To proceed from Egs. (27) to (28), we would like to express
the bound in terms of the entropy production and dynamical
activity. In Appendix D, we prove Eq. (36) and show that for
underdamped dynamics,

o i’

(5 = 1 TX> =ry<; L (37)
() 30

(T) = Z(;/_T_ T+4y>. (38)

Combining these expressions with Eq. (35) recovers our
second main result, Eq. (28).

D. Numerical verification of TUR bounds

In the overdamped regime, rearranging Eq. (19) gives the
nondimensional result,

T L L A S Y 39
over(])zﬁ< —(]—>) (J)\<;— ) (39)

Similarly, the underdamped TUR, Eq. (35), corresponds to the
nondimensional quadratic truncation,

I (')=(1—3K—T)2’(j)<<l_1)2 (40)
e Y AV

which must hold in the neighborhood of = 1.

The time-scaling procedure applies generally to systems
with more than one particle in more than one dimension. For
simplicity, we verify the bounds Egs. (39) and (40) numer-
ically for a single particle on a one-dimensional ring. That
particle is subject to a spatially dependent force F(x) for
various choices of F'(x) as illustrated in Fig. 3. In both plots,
the solid blue line representing the bound lies above each of
20 rate functions obtained from numerical simulation. In the
overdamped regime, the bound is saturated in the special case
of a constant driving force F (x) = F, shown in black circles.
In the underdamped regime, the bound is not saturated even in
this special case; in this scenario, we have

1 2 3T\ * y
IGy<|--1 l—— E)— =), 41
o< (G- (=) (@-9 @

where the additive term y /4 is responsible for the lack of
saturation.

We attribute this lack of saturation to the fact that the
underdamped equation of motion is of higher order than the
overdamped equation of motion. The overdamped equation is

(7)

*
over

I

0.0201

0.0151

0.0101

0.005 1

0.0001, 5 . ‘
0.8 0.9 1.0 1.1 1.2

1/n=3/{)

FIG. 3. (Top: overdamped and bottom: underdamped) Nondi-
mensionalized plots of the rate function /(j) with respect to the scale
parameter n for a one-dimensional periodic system subject to the
force F(x) =1+ a sin(x) 4+ b cos(x) + ¢ sin(2x) + d cos(2x) for
stochastic parameters a, b, ¢, d € Uniform[0, 1). I}, and I ... are
nondimensionalized versions of the overdamped and underdamped
rate functions defined in Egs. (39) and (40). In nondimensional
units, the upper bound takes on the form y = (x — 1), correspond-
ing to the solid blue curve in both plots. The curves composed of
black circles represent the constant-force results when a = b = ¢ =
d = 0. The 20 dashed curves in both plots each reveal fluctuation
for a random sampling of parameters a through d, extracted from
100 000 independent simulations for each choice of parameters
withN =1 x 10", At =0.01, y = 1, and T = 1.5. (E) is given by
(F2)/(yT) — (Fx)/T + y (x*)/(4T). « is obtained by linear approx-
imation using the values of (j) at 7 = 1.5and T = 1.51. These plots
verify Egs. (12) and (32) because, in each case, the solid blue curve
lies above all dashed curves in the neighborhood of n = 1.

first order and stochastic in x, whereas the underdamped equa-
tion is second order and stochastic in x. This difference in
order implies that the derivation of the overdamped Langevin
equation from the underdamped one is subtle and cannot be
effected by the simple limit 2 — 0. Instead, the conventional
argument takes the limit y — oo and invokes a separation of
timescales between the position and the momentum degrees
of freedom [46]. The friction coefficient y is responsible for
characterizing one such relevant timescale, so we expect that
it will also modulate the bound.

III. CONCLUSION

In this paper, we have described a method of developing
TUR-like bounds by introducing a continuous parameter that
scales time and generates atypical trajectories which serve
to bound the system’s rate function. Passing such trajecto-
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ries through standard large-deviation machinery generates the
aforementioned bounds.

This method generalizes that used in the derivation of the
TUR. Because it works directly with trajectories, rather than
with the reduced densities and currents, it is applicable to both
the underdamped and the overdamped regimes. The resulting
bounds are comparable but slightly different from known re-
sults in the overdamped and underdamped regimes, and we
rationalize this discrepancy by considering the different levels
of description from which these bounds were derived. We
emphasize the general utility of this procedure and suggest
that it may be used fruitfully to derive other related bounds.
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APPENDIX A: (V - F) < 0 FOR OVERDAMPED LANGEVIN
DYNAMICS

The probability current,
yJ=Fp—-TVp

is a conserved quantity at steady state since V - J = 0 by the
Fokker-Planck equation. Solving for F yields

yJ

(AL)

F=-—+TVInp, (A2)
o
and, hence,
Y
V.Fz_”J2 P TV p. (A3)
Taking expectations and integrating by parts, we find
(V-F) = /dx p(V-F) (A4)

=—y/dXJ-V lnp+T/dxpV2ln 0 (A5)

(Vp)?

\%
=—T/dx
0

APPENDIX B: TWO LEMMAS IN THE DERIVATION OF
THE TIME-SCALING BOUND

<0. (A6)

For simplicity, we limit ourselves to the one-dimensional
case, although the generalization to the multidimensional case
is straightforward.

1, seelier) =T1), son(=5

! F 2 F2At
,:o[é +(n— &+ (m—1) > TD

Lemma 1. A bound on the overdamped rate function is

given by
() T) 2 (F?)
Il ——)<(-1)y—7:.
( U o= 4yT

(BI)

Proof. We write p({§;}; T') to denote the probability density
for observing a noise history {£;} at temperature 7" and p(j; T)
the corresponding probability density for observing a current
J at temperature 7. By contraction from p({§;}; T), we can
formally write

p(j:T) = l—[/d&p({&};T)S[j({Si}) —Jl

=11 / dgip((&}:T),
[RAY

Q; =& Jd&D = Jj)

(B2)

(B3)

The 5-function constraint restricts the integration to the subset
of trajectories which generate a current j, and =< denotes
equivalence up to subexponential factors (that is, ignoring the
prefactor associated with transforming variables within the §
function). Integrating over any subset A ; C €2; makes this an
inequality,

p(sT) =[] / d&; p({E}; T). (B4)
i VA
The rate function I(j; T') is a function of p(j; T),
1
1(j;T)= lim ——1n p(j;T), (BS)
T—>00 T

so by making use of this expression, we can transform the
bound into a bound on the rate function as

. 1
1G:7) < lim ~ [ ] [ dotenn). @0
T—00 T ; A;
Asymptotically, we have
1 N-1
p({E}:T) < exp (—5 Zs,?), (B7)
i=0

and the bijection of Eq. (11) suggests that we consider the set,

Ay = J _ Y e g F, Al 1
gym = Y& JUED = 7 & =&+ F 2)/—7,(’7— ) (>

(B3)
at temperature 7 /n. Evaluating the right-hand side of the
inequality gives

(B9)

. T 1 At N
= l_[/ dfip({&-};—) exp | —3 (n—1) F& + =1 20T (B10)
i Y AGym n i—0
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N—1
N n—1

= (exp ——Z|:
< ( 2 i=0 N
T(F?)
49T

—>exp(—(n—l)2

The last line follows in the thermodynamic (long-time) limit.
In this limit, the intensive stochastic sums N ™! Zi F& and
N~1Y". F?* concentrate around their expectation values of 0
and (F?). Plugging this result into the generic bound on

1(j;T), Eq. (B6), gives
(?7 — 1) (Fz)

non n o 4yT’

The factor of n in the denominator on the right comes from the
fact that we must divide by nt, rather than t, when converting
from densities to rate functions for scaled trajectories.

Lemma 2. The second derivative of the rate function with
respect to A along the tangent to the curve (j)7 vanishes at the
point of tangency.

Proof. The curve is parametrized as (ATp, (j)az,), and its
tangent line as (AT, (j)o + k(A — 1)Tp) since by Taylor ex-
pansion,

(B13)

(am = (o + x0Ty — Tp) + Ol(L — 1)*],  (Bl4)
where again,
_ d{j)n, ' B15)
ar |,_,

By applying the chain rule on I(1) = I[f(}), g(A)], we
find that

I'(L) :Iff/—i-lgg/, (B16)
I"'(A) = (f/af + g/ag)l/ B17)

= (f/)zlff + (g/)zlgg + 2f/g/1fg
+f"1y +§'L,, (B13)

where primes (') denote derivatives with respect to A and sub-
scripts denote partial derivatives with respect to the relevant
parameter. We take f(A) = ATy, and g(A) is either (j),z, or its
expansion to first order.

In this case, the two different parametrizations of f(A) only
differ for f” and higher derivatives of f, so proving the claim
is equivalent to ensuring that such terms do not appear in
the expression for I”(1). I = 0 because the rate function is
minimized at the average value of (j), and we need not worry
about /I, because it depends only on the value of f rather
than any of its derivatives. (The notation /;; means that you
differentiate / with respect to its first argument twice, then
plugin f.)

f" appears only in the combination f”Ir, which we have
argued will vanish because Iy = 0. Thus, it is valid to assert
that I”(1) = 0 even if we parametrize the curve (A To, (j)in)
along its tangent line [ATy, (j)o + k(A — 1)Tp] instead.

Al F& +
2'}/T St

— D2 F2A
(n - ) Z,yT;D>7 BID

(B12)

APPENDIX C: ENTROPY PRODUCTION AND
DYNAMICAL ACTIVITY

In this Appendix, we formalize the definitions of the en-
tropy production and dynamical activity. Consider a trajectory
{x;} and its time reversal {X;} = {xy_;}. For simplicity, we will
consider a one-dimensional underdamped system, although
these calculations generalize to multiple dimensions and the
overdamped regime as well. The probability of observing such
a trajectory can be expressed in terms of its action 7/({x;}) as

7 ({xi}) oc exp[—7I({x;})]. (ChH

The entropy production ¥ and dynamical activity Y are,
respectively, defined as the time-antisymmetric and time-
symmetric components of the action. More precisely, we have

—tI({x}) = Y({x}) + 3 =({x}) (C2)
—tI({x}) = Y({x}) + s Z({%}) (C3)
= T({x}) — $Z(xi). (C4)
By combining Eq. (B5) and Eq. (B7), we note that
I({x;}) = lim iNi‘ig?. (C5)
r>o0 2T i=0 l

Furthermore, following Egs. (25) and (26),

F; At b At
Ax; = bm( + T) 228 29T Atg, (C6)
Ax; = FEAt —y Ax; + \/27/T At & (C7)
and F; = (F; + F41)/2. Time reversal can be effected by

traversing a given trajectory backward—switching all in-
stances of i and i + 1—and changing the sign of all quantities
odd in time to get

Axi = FAt 4+ y Axi 4+ /2yT Aty (C8)
Hence, solving for X({x;}) and Y'({X;}) gives
o AX;
S((8)) = Z Ax; (Fi - —x>, (C9)
N-1 2
At AX; Ax;
T{x)) = — F-—l —FX—y =) |
)= [ (%) |
(C10)

Taking the expectation values of these quantities in the steady
state leads to the entropy production (¥) and dynamical
activity (Y'), precise expressions for which are given in
Appendix D. Our expression for dynamical activity differs
from that in Ref. [17] and in the main text by the additive
term y T/2 because we have employed the It6 discretization
for the path action rather than the Stratonovich discretization.
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For ease of comparison with Ref. [17], the expression for the
dynamical activity in the main text is that used in Ref, [17],
but we derive here the expression we would otherwise have
obtained for the dynamical activity.

APPENDIX D: EVALUATION OF SOME EXPECTATION
VALUES

As in Appendix C, we perform our derivations in one di-
mension for simplicity. For the entropy production, we would
like to show that

y (%) (Fx)
T YT =1 T D1
We will do this sequentially, first proving the first equality and
then the second.

Taking expectations directly from Eq. (C9), we have

E—IN_]A»ﬁ» A D2
<>—;§< xl(,—g» (D2)

N—
29T &
~§ -~ ZAx,s, (D3)

2
:fﬂ; ) — yT + O(A1). (D4)

y=r1

In the second equality, we have simplified the expectation

value using Eq. (C7). In the third equality, we have simpli-

fied the first expectation value and evaluated the second by

multiplying Eq. (C6) through by &;, then taking expectations.
It remains to prove that

(F) = y(x*) — yT. (D5)

First, we prove the auxiliary result that

N—1
Z XiAx;)y = —yTr, (D6)
i=0
which follows from
N—-1
0= H+t)A%) (D7)
i=0
N—1 1
= [(&-Ax» + 5<(Ax,~>2>} (D8)
i=0
N—1

{(A%) +yT At + O[(AH)Y?]}, (DY)

Il
o

where the first equality holds for a telescoping sum in the
steady state and the final equality is obtained by direct com-
putation from the underdamped Langevin equation, Eq. (C7).
Hence, multiplying Eq. (C7) by x; and taking expectations
gives

N—-1

N—1
Z(ffiAxi) ~ Z Al‘((Fixi) - V<x12))’
i=0

i=0

(D10)

and combining this with Eq. (D6) gives Eq. (D5), which
verifies the expression for (X).
For the dynamical activity, we would like to show that

(F?)  3y(*)
T) = 2y ). D11
(1) 4(VT T T (D11)
Taking expectations directly from Eq. (C10) gives
T Ax;
Ty~ —|2(F—) — (F%) — y* (i) |, D12
(1) 4VT[< At> (F7) )/()H} (D12)
and we have
N-1 N-1
D (Fak) ~ Y (FAL) (D13)
i=0 i=0
N-1
~ Y (FF)At —y(FAx),  (D14)

i=0

where the first equality follows from expanding F;;; and using
the fact that (Ax; Ax;) ~ O(At%/?)is negligible with respect to
F;A%; ~ O(At'/?). The second equality follows by substitut-
ing in Eq. (C7). Dividing through by At gives

N—1 A N—1
Z< : > > FH - y(F&)].  (D15)
i=0 i=0

Continuing from Egs. (D16) and (D17) gives

_ _ 2402

(1) = 4)/T[< ) = 2p(Fx) —y* (&), (D16)
_ _ 2
= 4yT[< %) =3y + 2p°T, (D17)

as desired. As mentioned in Appendix C, this result differs
from that used in the main text by the additive term y 7 /2.
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